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Chapter 1

Introduction

Degenerate parabolic equations appeared in the literature as mathematical models for several phenomena in physics, chemistry, biology or economy. The simplest example in this sense is the porous medium equation describing the flow of an ideal gas in a homogeneous porous medium, where the diffusion is a power-like function. More complex situation arise in petroleum reservoir and groundwater aquifer simulations. In this case convective or source terms appear naturally. Phase change problems corresponding to processes of heat transfer involving melting or solidification lead to equations of the same type, which are more complicated when the liquid phase is allowed to move and an internal generation or absorption of heat is present.

Thinking of the classical heat equation, if some singularities appear in the initial data, these are smoothed as the solution evolves in time. This is due to the infinite speed of propagation, which tells that any local perturbation of the solution will influence it in any of the subsequent moments and in the whole domain. The situation is fairly the same if nonlinear but regular parabolic equations are considered. This alleviates a numerical approximation of the solution of such kind of problems.

The above frame changes when the degenerate case is considered. Roughly speaking, this means the equation may change its parabolic character, for example, into an elliptic or even hyperbolic one. This phenomenon appears in the points where diffusion vanishes and may be influenced by the properties of the solution and consequently the equation behaves like a regular parabolic one in some subdomains but manifests other characters outside of them. The interfaces separating the domains of regularity - sometimes called also free boundaries - have finite speed of propagation, unlike the (nonlinear) heat equation. Moreover, these boundaries are not generally known in advance and have to be determined
together with the solution. Often, the interfaces cannot be described by smooth curves (or surfaces) since cusps or indefinite (mushy) regions may appear.

Resulting from the features mentioned above, the solutions lacks regularity across the interface. The singularities do not smooth out as time evolves and, in fact, they may even develop, giving the problem a strongly nonlinear character. This fact is mirrored also in the numerical approximation of the solution pointing out the necessity of adequate algorithms being able to deal both with the free boundary and the singularities of the solution.

1.1 Overview

Here we deal with a fairly small class of free and moving boundary problems having a special unifying mathematical structure. This results from the equivalence of their classical formulations, as differential equations with suitable explicit conditions at the prescribed and unknown boundaries, to a variational formulation. The interface is hidden in the nonlinear diffusion, so the problem is brought to a fixed domain formulation. In fact, the problems considered in the subsequent chapters have the following form

\[
\partial_t u - \nabla \cdot (\nabla \beta(u) + F(u)) = r(u), \quad \text{in } Q_T \equiv (0,T) \times \Omega, \\
u(0,x) = u_0(x), \quad \text{in } \Omega, \\
u = u_D, \quad \text{on } \partial \Omega,
\]

where \( \beta : \mathbb{R} \to \mathbb{R} \) is an increasing function, \( \Omega \) a bounded domain in \( \mathbb{R}^d (d \geq 1) \) with a Lipschitz continuous boundary and \( T \) a finite and fixed time. A simple calculation shows that \( \beta'(u) \) stands for the diffusion coefficient, which is nonnegative because of the assumptions on \( \beta \). However, \( \beta'(u) \) may also vanish for some values of \( u \) - the slow diffusion phenomenon, giving the above equation a degenerate hyperbolic character. Similarly, if \( \beta \) is unbounded in some points, the problem becomes elliptic there. This can be better noticed if the new unknown \( \theta \equiv \beta(u) \) is considered, so the time derivative of \( u \) becomes \( (\beta^{-1})' (\theta) \partial_t \theta \). Thus, the values of \( u \) for which \( \beta \) is infinite turn to points where the time derivative vanishes - the fast diffusion case, so the transformed equation becomes elliptic.

The analysis of existence and - eventually - uniqueness of solutions can be done avoiding an interference of the unknown free boundary. Because of the strongly nonlinear character of the problem, a solution in the classical sense can be seldom found and therefore it is understood rather in a weak sense. Several works are devoted to the problem
of existence, uniqueness or regularity of solutions. Among them we mention [75], [18], [36], [1], [5], [52], [25], [97], [76], [45] or [48]. In the beginning, the interest was focussed especially on model problems without convection or reaction and in this case not only existence, but also uniqueness of solutions has been proven. However, many of the problems in the degenerate parabolic class are modelling phenomena where reaction or convection is present and therefore these terms have been taken into consideration more often in the last decade. Then the parabolic problem could change to a hyperbolic one and uniqueness may even not hold true. However, this is not the point of interest of the (numerical) analysis in the forthcoming chapters and therefore we always assume the problem has a unique solution.

Explicit analytical solutions for degenerate parabolic equations have been found only in some particular cases. Therefore, the numerical approximation of solutions is extremely important. But the algorithms considered for this purpose should take into account the features mentioned before, particularly the singularities of the solution along the free boundaries. Because the difficulties appear especially near the free boundaries, one possibility is given by the algorithms trying to approximate first these interfaces and solving then numerically the more regular problems in the regions of non-degeneracy (as done, e.g., in [26]). The tracking procedure is acceptable if the interfaces are smooth hypersurfaces, but even then the problem complicates in two or three spatial dimensions. A similar idea was considered in [68], [69] and [70], for predicting a region including the free boundaries. The spatial discretization is strongly refined in that part of the domain, resulting in an adaptive algorithm.

The fixed domain formulation suggests some procedures for obtaining a numerical approximation of the solution in the whole domain, while the interface comes out implicitly. Depending on the way the lack of regularity is treated, the resulting algorithms can be classified into non-regularization and regularization ones. In the first case the solution of the original problem is approximated directly at semi-discrete times, without performing any modification in the equation. In this setting, the theory of nonlinear semigroups of contractions in Banach spaces ([16]) leads not only to existence, uniqueness and global regularity results, but is also the starting point for semi-discrete numerical methods. A direct application of the definition of the semigroup is the Crandall-Ligget method ([23]) corresponding to the simple backward difference method, having the $O(\tau^{1/2})$ convergence order. If $\tau = T/n$ stands for the time step, the resulting algorithm for the above problem
reads
\[ u^k - u^{k-1} = \tau \nabla \cdot (\nabla \beta(u^k) + F(u^k)) + \tau \tau(u^k), \]
\[ u^k|_{\partial \Omega} = u_D(k\tau) \]
for \( k = 1, n \), together with the initial data given above. Here \( u^k \) approximates the solution at the time \( t_k = k\tau \). The framework is maintained in \([29]\), where the analysis based on Green operators is extended to a fully discrete scheme. An improved convergence order \( (O(\tau)) \) was proven recently in \([85]\) for the special case of a semigroup generated by a subgradient in a Hilbert space. In connection with a Galerkin finite element spatial discretization, the analysis was extended afterwards to a fully discrete scheme in \([86]\). Algorithms related to the backward Euler method are considered also in \([68]\), \([69]\) (in connection with a two dimensional adaptive spatial discretization), \([4]\) (for a Raviart-Thomas mixed finite element method), \([37]\) (the resulting nonlinear problems being solved with preconditioned Newton methods), \([28]\) (where a regularization step is hidden in the separate treatment of the degeneracy regions), \([35]\) (for a fully discrete finite volume method), \([71]\) or \([72]\) (together with apriori error estimates in an adaptive approach). The resulting schemes are nonlinear. Explicit methods have been proposed in \([22]\) and \([97]\), while a linear semi-implicit scheme is analysed in \([2]\).

The schemes in the second category include also a regularization step. In this case the properties of the solution of the problem written above are taken into account. Hence, since \( u \) itself is less regular than \( \beta(u) \), it is more convenient to consider \( \theta \equiv \beta(u) \) as the main unknown. But the degenerate problem cannot be written in terms of \( \theta \) because this involves also derivatives for \( u \equiv \beta^{-1}(\theta) \), which may explode in the degeneracy points. Therefore, a natural remedy to this problem is the regularization, which can be done either by controlling the derivatives of \( \beta \) for getting strictly positive lower bounds and finite upper ones, or by approximating the initial degenerate problem through a non-degenerate one. The algorithms in the first group are akin to the nonlinear Chernoff formula \((17)\). This gives rise to some (linear) relaxation schemes \((14)\), among which the simplest one is analysed in \([60]\)

\[ \theta^k - \beta(u^{k-1}) = \frac{\tau}{\mu} \nabla \cdot (\nabla \theta^k + F(u^{k-1})) + \frac{\tau}{\mu} \tau(u^{k-1}), \]
\[ \theta^k|_{\partial \Omega} = \beta(u_D(k\tau)), \]
\[ u^k = u^{k-1} + \mu(\theta^k - \beta(u^{k-1})), \]

where the relaxation parameter \( \mu \) satisfies some stability conditions. Fully discrete counterparts are considered in \([74]\) and \([70]\). Since the relaxation parameter does not depend
on the variables $t$ or $x$, the scheme above is linear but the accuracy is altered especially around the free boundaries. This drawback is avoided through nonlinear versions of the scheme proposed in [46], [47] or [54]. Even though these schemes can be applied to a larger class of problems, we give here only a simplified version adapted to Problem P.

**Scheme JK:**

$$
\lambda_k (\theta^k - \beta(u^{k-1})) = \tau \nabla \cdot (\nabla \theta^k + F(u^{k-1})) + \tau \tau (u^{k-1}),
$$

where $\lambda_k \in L^\infty(\Omega)$ satisfies the convergence condition

$$
\frac{\alpha}{L_\beta} \leq \lambda_k \leq \min \left\{ K, \frac{\beta^{-1}(\beta(u^{k-1}) + \alpha (\theta^k - \beta(u^{k-1}))) - u^{k-1}}{\theta^k - \beta(u^{k-1})} \right\}.
$$

Here $K, \alpha \in (0, 1)$ are parameters of the method, while $L_\beta$ stands for the Lipschitz constant of $\beta$. Now $u(k\tau)$ is approximated through the relaxation step

$$
u_k = u^{k-1} + \lambda_k (\theta^k - \beta(u^{k-1})).
$$

For solving the resulting nonlinear (regular) elliptic problems in (1.1), an iterative procedure is considered in [47] and [54]. Taking initially $\lambda_{k,0} = \min \left\{ K, \frac{\alpha}{\beta(u^{k-1})} \right\}$ in (1.1), the first approximation $\theta^{k,1}$ for $\theta^k$ can be obtained solving the resulting linear problem. Applying this solution in (1.2) yields a further approximation $\lambda_{k,1}$ and the procedure can be continued.

Another regularization approach perturbs the degenerate problem in order to obtain a regular one. Any discretization method appropriate for parabolic problems may be applied then, but the analysis should rely only on those estimates for the solution of the modified problem which depend regularly on the perturbation parameter. Alike the methods related to the nonlinear Chernoff formula, if the resulting elliptic problems are nonlinear, these can be solved efficiently due to the regularization step. Moreover, linear semi-implicit schemes are also available in this framework ([67], [88] or [79]). Most of the numerical algorithms in this group start with a regularization obtained through the perturbation of the nonlinearity $\beta$ or its inverse. This idea was first used in the numerical analysis in [50], [84] and [32]. A linear scheme based on the approximation of $\beta$ was proposed in [88]. Related to this, the scheme in [33] combines the regularization procedure with a split of the operator into its hyperbolic part and the nonlinear diffusion.
A similar approach consists in the modification of the inverse of the nonlinearity function \( \beta^{-1} \), together with the transformation of the equation in terms of the more regular unknown, \( \theta \equiv \beta(u) \). Numerical schemes using this idea are analysed in [63], [66] and [73]. Still in this frame, the particular relation between the enthalpy and temperature in the Stefan problem was exploited in [67] for proving the convergence of a linear scheme. A similar nonlinear approach is considered in [53] for approximating more complex problems including both slow and fast diffusion.

A different possibility to approximate the degenerate equation by regular ones is offered by the maximum principle. Applied for the analysis of the porous medium equation for the first time in [75], this technique may be useful for obtaining numerical schemes for some classes of problems ([98], [79]).

Hereafter we use the standard notation (see, e.g. [57], [59] or [99]). In particular, \( L^2(\Omega) \) contains the functions which are square integrable w.r.t the Lebesgue integral on the domain \( \Omega \), while \( H^1(\Omega) \) requests the same also for the (generalized) derivatives of first order. \( H^1_0(\Omega) \) is a subset of \( H^1(\Omega) \) whose elements have zero boundary values (in the sense of traces). If \( g \) lies in \( H^1(\Omega) \), \( g + H^1_0(\Omega) \) are the elements \( u \) of \( H^1(\Omega) \) for which \( u - g \) belongs to \( H^1_0(\Omega) \). The dual of \( H^1_0(\Omega) \) is denoted by \( H^{-1}(\Omega) \). In case of time dependent functions, the elements of \( L^2(I;X) \) are functions with values in the normed space \( X \) which are square integrable (in the sense of Bochner) on the time interval \( I \), while for \( H^1(I;X) \) the same holds for the derivatives of first order with respect to \( t \). We let \( (\cdot, \cdot) \) stand for the inner product on \( L^2(\Omega) \), or the duality pairing between \( H^1_0(\Omega) \) and \( H^{-1}(\Omega) \), \( \| \cdot \| \) for the norm in \( L^2(\Omega) \). In case these notations are ambiguous, \( \| \cdot \|_{k,p;\Omega} \) denotes the norm in \( H^{k,p}(\Omega) \) (the functions having the derivatives up to the order \( k \) in the space \( L^p(\Omega) \)), or \( \| \cdot \|_{H^k(I;X)} \) gives the norm in \( H^k(I;X) \). In addition, we often write \( u \) or \( u(t) \) instead of \( u(t,x) \) and use \( C \) to denote a generic positive constant independent of the discretization parameters \( (h, \tau) \) and \( \varepsilon \), a small parameter involved in the regularization process.

### 1.2 Results

The aim of this work is an investigation of some numerical methods for degenerate parabolic equations. All the schemes considered here rely on regularization techniques and solve the equation in the better unknown \( \theta \equiv \beta(u) \). The time discretization is done by one-step methods, higher order ones not being justified theoretically because of the properties of the solution. For the spatial discretization an upwind box scheme is con-
sidered. The usual setting in previous papers dealing with the numerical analysis of such kind of problems (a Lipschitz continuity with respect to $\beta(u)$ of the convection and reaction - as requested, for example, in [60], [66], [73], [74], [67], [88], [89], [4], [51]) is extended here to be alike the one in [97] without affecting the convergence results. Concretely, the following relation should be fulfilled for any reals $u$ and $v$

$$|r(u) - r(v)|^2 + |F(u) - F(v)|^2 \leq C(u - v)(\beta(u) - \beta(v)).$$

In the following chapter maximum principle based numerical schemes are investigated. As mentioned before, even though this regularization technique was applied long time ago in the analysis of some degenerate parabolic equations, we are not aware of some numerical methods exploiting this possibility. Based on the the idea presented in [98], here we extend the numerical analysis for a class of problems which include convection and reaction terms, in the setting mentioned above (see also [77]). Three semi-discrete numerical schemes are considered (an implicit one, a semi-linear and a semi-implicit linear one), and they are justified by the maximum principle proven there. For solving the resulting nonlinear elliptic problems iterative methods are studied, and these are useful also in showing existence and uniqueness of the semi-discrete solutions. Applying the techniques proposed in [63] and [29], error estimates are obtained for showing the convergence of the methods. In the general framework, these are at least as good as the ones for other schemes. In particular cases, based on the recent result in [85], the estimates can be proven to be optimal.

The above analysis is extended afterwards to the fully discrete case. In order to maintain the maximum principle at this level, stable spatial discretization methods have to be considered. The upwind box scheme proposed in the last part of the chapter respects the philosophy of the upwind technique for finite differences. Since these methods are of lower order, the upwind approach is combined with the classical box scheme for gaining in accuracy in the region not dominated by convection, but without losing the stability. However, the theoretical convergence of this procedure still has to be proven.

The setting described before is maintained in the third chapter. Here a regularization technique relying on the perturbation of the nonlinearity $\beta$ is considered for generating numerical schemes alike the ones studied in the previous chapter. The resulting schemes are akin to the ones appearing in the references mentioned before, in a slightly restrictive framework. The maximum principle is not essential anymore, but makes the analysis of the schemes easier. The error estimates are similar to those obtained for the maximum
principle based schemes, including the optimal results. The complete discretization is performed in the same manner as before and the error analysis is satisfactory, improving - for example - the results obtained for the linear scheme in [89].

Finally some numerical examples are presented, including model problems describing the gas diffusion in porous media or phase transfers (melting and solidification). Moreover, the algorithms are tested also on a diffusion-transport process in a heterogeneous unsaturated porous medium. The theoretical results are confirmed by the examples.

At this point, I would like to express my deep gratitude to Prof. Willi Jäger for guiding me in this interesting topic and giving me the possibility to work at the Interdisciplinary Center for Scientific Computing of the University of Heidelberg. This work was done during my stay in Heidelberg, supported by the Deutsche Forschungsgemeinschaft through the Sonderforschungsbereich 359 and partially by the Deutscher Akademischer Austauschdienst. The research group met there helped me a lot for solving many of the problems which appeared during my studies. I am grateful to the members of the Department of Numerical Analysis at the "Babes-Bolyai" University and especially to Prof. Gheorghe Coman for the permanent support and encouragement during my stay in Heidelberg. Many of the ideas comprised here are owing to the collaboration with Dr. Wen-An Yong. I am thankful to Dr. Nicolas Neuss for many helpful discussions and observations and his kind assistance with the software $UG$, also to Mr. Stefan Schnadt for his remarks. The suggestions of Prof. J. Kačur and Dr. M. Slodička were useful for clarifying some aspects concerning this work. The images obtained in the three dimensional simulations have been produced by Mr. Cătălin Dărătu with his volume rendering visualization program. My parents have encouraged and stimulated me permanently to do this work and I want to thank them for this. Last, but not least, nothing would have been possible without abusing of the patience and understanding of my beloved wife Valeria.
Chapter 2

A maximum principle based approach

This chapter contains the presentation of a maximum principle based numerical approach to a certain class of degenerate parabolic equations. It is based on the maximum principle, since in the solution of the resulting problem stays away from the values where degeneracy takes place. This represents an alternative to the usual regularization methods, consisting in the modification of the nonlinearity for avoiding a vanishing diffusion. After performing a shift of the data, both linear and nonlinear discretization schemes are proposed and analysed. The resulting error estimates are optimal.

2.1 Basic setting

Let $\Omega$ be a bounded domain in $\mathbb{R}^d (d \geq 1)$ with a Lipschitz continuous boundary and $Q_T \equiv (0, T) \times \Omega$ with $0 < T < \infty$ is fixed. We deal here with the following nonlinear degenerate parabolic problem

\begin{equation}
\frac{\partial u}{\partial t} - \nabla \cdot (\nabla \beta(u) + F(u)) = r(u), \quad \text{in } Q_T \equiv (0, T) \times \Omega,
\end{equation}

\begin{align}
&u(0, x) = u_0(x) \geq 0, \quad \text{in } \Omega, \\
&u = 0, \quad \text{on } \partial \Omega,
\end{align}

$\beta : \mathbb{R} \to \mathbb{R}$ being a strictly increasing smooth function. By degeneracy we mean a vanishing diffusion, namely $\beta'(u) = 0$ for some $u$. Throughout this chapter we assume, without loss of generality, that $\beta(0) = 0$. Moreover, a unique degeneracy point is allowed.
The maximum principle based approach relies on the perturbation of the data, which allows us to avoid the difficulties due to the degeneracy. This technique, introduced in [75] for the classical porous medium equation, has been used for the analysis of more general scalar equations (see, for example, the recent works [48] or [45]), but, to our knowledge, numerical algorithms relying on it have not been analysed so far.

More precisely, the degeneracy is assumed to appear in $0$. As shown in the papers cited above, if positive solutions are sought, the degeneracy in the equation can be overcome by a (local) perturbation of the initial and boundary data - namely a shift with a small parameter. In this way, the resulting data are away from the degeneracy value. The maximum principle obeyed by such equations guarantees that the resulting problem has a solution taking values away from the degenerate point. Thus, the initial degenerate problem is reduced to a regular parabolic one, which can be solved numerically by different methods. Based on the idea presented in [98], this chapter enlarges the class of problems taken into consideration there and in [79].

Throughout this chapter some assumptions on $\beta$ are necessary. These, together with the ones on $F$, $r$ and $u_0$ are given below.

(A1) $\beta$ is Lipschitz and differentiable, $\beta(0) = 0$, $\beta'(u) \geq 0$ and $\beta'$ may vanish at a single point at most (which is assumed to be 0).

(A2) $u_0 \geq 0$, $u_0 \in L^\infty(\Omega)$ and $\beta(u_0) \in H^1_0(\Omega)$.

(A3) $r : \mathbb{R} \rightarrow \mathbb{R}$ and $F : \mathbb{R} \rightarrow \mathbb{R}^d$ are continuous in $u$ and satisfy the condition

$$|r(u) - r(v)|^2 + |F(u) - F(v)|^2 \leq C(u - v)(\beta(u) - \beta(v))$$

for any $u, v \in \mathbb{R}$, where $C > 0$ does not depend on $x, t, u$ and $v$. Moreover, it is assumed here that $r$ is positive for all positive arguments and the graphs of both functions contain the origin, hence $r(0) = 0$ and $F(0) = \overline{0}$.

In some situations it will be necessary to give the constants appearing in the assumptions (A1) - (A3) explicitly. The Lipschitz constant of both $\beta$ and $\beta'$ (where this will be needed) is denoted by $L_\beta$, while the growth of $F$ and $r$ is controlled by $C_F$, respectively $C_r$.

The last part of the assumption (A2) is not essential in the analysis of the implicit scheme, but is requested for proving the stability of the other two schemes. In some cases the Lipschitz continuity of $\beta'$ is requested supplementary. Moreover, if the convective term is linearized, the derivability of any of the components $F_i, i = 1, d$ of $F$ is needed. Then, the assumption (A3) ensures that the derivatives - denoted by $f_i$, with $f = (f_1, \ldots, f_d)$ -
are (uniformly) bounded.

**Remark 2.1.1** The solutions we are interested in here are positive. As mentioned before, in this case a maximum principle based regularization can be applied in order to obtain regular problems. In (A2) the initial data are positive and therefore the same property holds true for the solution of Problem $P$.

**Remark 2.1.2** In order to simplify the analysis we have not considered the dependence of $\beta$, $F$ and $r$ on the variables $x$ and $t$. This situation can be treated in a similar manner under some additional assumptions (see, e.g., [53]). Moreover, the gradient of $\beta(u)$ in (2.1) may be multiplied by a symmetric and positive definite matrix.

**Remark 2.1.3** In (A3) we have weakened the usual assumption on $F$ and $r$, namely the Lipschitz continuity with respect to (w.r.t.) $\beta(u)$

$$|r(u) - r(v)| + |F(u) - F(v)| \leq C|\beta(u) - \beta(v)|.$$

The weaker hypotheses in (A3) is enough for obtaining the uniqueness of the solution (see [1] or [97]).

**Remark 2.1.4** Non-homogeneous Dirichlet or natural boundary conditions fit into the framework here only if they provide a positive solution. But this restriction is fulfilled in most of the cases of practical interest.

The assumption in (A1) implies that $\beta$ has an inverse $\beta^{-1}$, which is continuously differentiable everywhere excluding 0. Then there are two positive constants such that

$$0 < C_1(\varepsilon) \leq (\beta^{-1})'(\theta) \leq C_2(\varepsilon) < \infty$$

(2.2)

for any real $\theta$ in $[\beta(\varepsilon), \beta(Me^{CT})]$, if this interval is included in the range of $\beta$. Here $M$ is a large constant satisfying $\theta^0 \leq \beta(M) - \beta(\varepsilon)$ almost everywhere (a.e.) and $C$ is greater than the constant in (A3). Moreover, $C_1(\varepsilon)$ often depends on $\varepsilon$ in a regular way. To see this, we refer to the typical porous medium case, where $\beta(u) = u^m(m \geq 1)$. This kind of dependence holds true if $\beta$ is Lipschitz continuous at least on bounded intervals. So we will use $C_1$ to denote $C_1(\varepsilon)$ and this is assumed in what follows.

Since the problem in (2.1) is degenerate, the concept of solution should be understood in a weaker sense, one possibility being given below.
Problem WP. $u$ is called a solution of the problem in (2.1) iff

$$u \in H^1(0,T;H^{-1}(\Omega)), \quad \beta(u) \in L^2(0,T;H^1_0(\Omega)), \quad u(0) = u_0 \text{ (in } H^{-1})$$

and for all $\varphi \in L^2(0,T;H^1_0(\Omega))$ the equation holds true

$$\int_0^T (\partial_t u(t), \varphi(t)) \, dt + \int_0^T (\nabla \beta(u(t)) + F(u(t)), \nabla \varphi(t)) \, dt = \int_0^T (r(u(t)), \varphi(t)) \, dt. \quad (2.3)$$

Existence, uniqueness and boundedness of the solution for the above problem is studied in several papers (see [1], [25], [49], [52], [76] and the references therein). Since the regularization approach considered here makes use of the maximum principle, we assume that the solution is uniformly bounded (a.e.) in the whole cylinder $Q_T$. This implies better regularity properties for $u$. Particularly, we get $u \in C(0,T;H^{-1}(\Omega))$, thus Problem WP can be reformulated in a stronger sense than it was considered in [1] and the initial condition holds in $H^{-1}(\Omega)$.

2.2 Time discretization

The main goal here is the investigation of some approximation schemes for Problem P. Because $\beta(u)$ is more regular than $u$ itself, it is more convenient to consider the equation in the unknown $\theta = \beta(u)$ and discretize it correspondingly. This approach was adopted in several papers (see, for example [60], [46], [47], [53], [70]) and generates effective numerical schemes which can be analysed easier.

The time discretization is based essentially on the first order Euler method. A higher order method is effective only if the solution is sufficiently regular, which - in general - is not the case. Moreover, the time step is kept fixed for the sake of simplicity, but the analysis can be performed in the same manner also for non-constant steps. This last case becomes interesting especially in connection with an a posteriori error control (as done, e. g., in [8], [71], [72]). If $n$ is an integer and $\tau = T/n$ the time step, the Euler implicit scheme can be written formally as

**Scheme MTI:**

\[
\begin{align*}
\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}) &= \tau \nabla \cdot (\nabla \theta^k + F(\beta^{-1}(\theta^k)) + \tau r(\beta^{-1}(\theta^k)), \\
\theta^k|_{\partial \Omega} &= \beta(\varepsilon)
\end{align*}
\]

for $k = 1, \ldots, n$ with $\theta^0 = \beta(u_0) + \beta(\varepsilon) \nu_0$, where $\varepsilon$ is an artificial positive small number and $\nu_0 \in H^1(\Omega)$ an artificial function. Here $\theta^k$ approximates $\theta(t_k) = \beta(u(t_k))$ ($t_k = k\tau$) and therefore $u(t_k)$ is approximated by $\beta^{-1}(\theta^k)$.
The choice of \( v_0 \) depends on the given initial data \( u_0(x) \), so that
\[
v_0|_{|u_0|<\epsilon} = 0, \quad v_0 \leq 1 \quad \text{and} \quad \beta(u_0) + \beta(\epsilon) v_0 \geq \beta(\epsilon).
\] (2.2)
Here the inequalities hold almost everywhere. A typical example is
\[
v_0 := \left[ 1 - \frac{\beta(u_0)}{\beta(\epsilon)} \right]_+,
\] (2.3)
where \([x]_+ = x\) if \( x \geq 0 \), otherwise \([x]_+ = 0\). Here the initial data are perturbed only locally, improving by this the efficiency of the method. However, all the results remain valid also for a global perturbation (for example, when \( v_0 \equiv 1 \)).

Scheme MTI is nonlinear. It can be simplified successively up to a linear version. First, \((\beta^{-1}')(\theta^{k-1}) f(\beta^{-1}(\theta^{k-1})) \cdot \nabla \theta^k\) can replace the convective term in (2.1), where \( f \) is the derivative of \( F \). This makes sense only in the connection with the maximum principle which, under the assumptions made below, guarantees that \( \theta^k \) stays above \( \beta(\epsilon) \) for any \( k \), so \((\beta^{-1}')(\theta^k)\) does not explode. An explicit treatment of this part cannot be accepted because we want to maintain the bound from below. Thus we are led to the scheme

**Scheme MTC:**
\[
\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}) = \tau \Delta \theta^k + \tau (\beta^{-1}')(\theta^{k-1}) f(\beta^{-1}(\theta^{k-1})) \cdot \nabla \theta^k + \tau r(\beta^{-1}(\theta^k)),
\] (2.4)
together with the same initial and boundary data as before. The reaction term in the semi-discrete equations can be treated in an explicit manner, replacing \( r(\beta^{-1}(\theta^k)) \) by \( r(\beta^{-1}(\theta^{k-1})) \).

Now we can give a linear approximation scheme for Problem P,

**Scheme MTL:**
\[
\sigma_{k+1}(\theta^k - \theta^{k-1}) = \tau \Delta \theta^k + \tau (\beta^{-1}')(\theta^{k-1}) f(\beta^{-1}(\theta^{k-1})) \cdot \nabla \theta^k + \tau r(\beta^{-1}(\theta^{k-1})),
\]
(2.5)
for \( k = 1, \ldots, n \), where \( \theta^0 = \beta(u_0) + \beta(\epsilon) v_0 \) and \( \sigma_0 = (\beta^{-1}')(\theta^0) \).

**Remark 2.2.1** The linearization of the convection is done by multiplying the gradient of \( \theta \) with the 'speed' \((\beta^{-1}')(\theta) f(\beta^{-1}(\theta))\), which can be interpreted as the derivative of \( F \) w.r.t. \( \theta \equiv \beta(u) \). This term may generally go to infinity because of the derivative of the inverse of \( \beta \). In connection with the maximum principle, this situation is avoided due to the lower
bound for $\theta$. Taking into account the assumption we have made in (A3) on $F$, a simple
\begin{align*}
\left| (\beta^{-1})'(\theta) f (\beta^{-1}(\theta)) \right| & \leq \sqrt{C_F C_2(\varepsilon)}.
\end{align*}
If $F$ is Lipschitz continuous w.r.t. $\beta(u)$, $C_2(\varepsilon)$ doesn't appear in the bound above.

It is worth here to mention some aspects concerning the schemes. First, the necessity of
the regularization step becomes clear in the simplified versions of the nonlinear scheme. Moreover, in
this way only one unknown ($\theta = \beta(u)$) can be considered and for the nonlinear schemes the
convergence of some iterative procedures can be studied. For the non-regularized approach $u$ and $\beta(u)$
have to be computed simultaneously, or the nonlinearity is treated on the fully discrete level (see, e.g., [28], [29], [51], [71], [72], [86]).

The regularization technique relies on the shift of the data, therefore the boundary
values become nonzero. Thinking at Scheme MTI, in order to turn back to homogeneous
Dirichlet boundary conditions, $\psi = \theta - \beta(\varepsilon)$ can be accepted as the unknown function.
Then the nonlinearity function $\beta$ becomes $\beta_\lambda(v) = \beta(v + \varepsilon) = \beta(u)$, its derivative being
small, but nonzero in the origin. Therefore this approach is not far from the one in the
Jäger - Kačur algorithm (Scheme JK, [46], [47]), where a cut-off procedure is applied - if
the $\beta$ vanishes, it is replaced by a small nonzero value - and convection or reaction are
discretized explicitly. There, after computing $\theta$, the value of $u$ is given by the relaxation
step in (1.3). For a particular choice of the function $\lambda$ in (1.2) and taking $\alpha$ equal to 1
there - this value not being allowed theoretically, but practical computations show that
the algorithm works good also in this case - the relaxation step becomes
\begin{align*}
 u_k & = \beta^{-1}(\theta^k).
\end{align*}
There is still an essential difference between the two approaches, even when the particular
form of the Scheme JK is considered. By the shift of the data, a cut-off procedure becomes
unnecessary because of the maximum principle. Analogous, Scheme MTL is related to
the one proposed in [88], under the same remark.

As in the continuous case, it is necessary to give weak forms of the semi-discrete
approximation schemes.

**Problem WT.** For any $1 \leq k \leq n$, find $\theta^k \in H^1_0(\Omega) + \beta(\varepsilon)$ such that for all $\varphi \in H^1_0(\Omega)$
one of the equations below (each corresponding to one of the schemes mentioned before)
hold true.
Problem WMTI.

\[(\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \varphi) + \tau(\nabla \theta^k + F(\beta^{-1}(\theta^k)), \nabla \varphi) = \tau(\varphi(\beta^{-1}(\theta^k)), \varphi) \quad (2.6)\]

for Scheme MTI, or

Problem WMTC.

\[
\begin{align*}
(\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \varphi) + \tau(\nabla \theta^k, \nabla \varphi) \\
= \tau(\beta^{-1}(\theta^{k-1})f(\beta^{-1}(\theta^{k-1}))(\varphi) + \nabla \theta^k + \tau(\beta^{-1}(\theta^k)), \varphi) \quad (2.7)
\end{align*}
\]

if the convection is linearized, respectively

Problem WMTL.

\[
\begin{align*}
(\sigma_k(\theta^k - \theta^{k-1}), \varphi) + \tau(\nabla \theta^k, \nabla \varphi) \\
= \tau((\beta^{-1})f(\beta^{-1}(\theta^{k-1})) \cdot \nabla \theta^k + \tau(\beta^{-1}(\theta^k)), \varphi) \quad (2.8)
\end{align*}
\]

for the linear scheme.

The initial data \(\theta^0\) has been already chosen in Scheme MTI, while Scheme MTL contains the definition of \(\sigma_k\). \(k\) stands either for \(k\) or for \(k - 1\), depending on the way the reaction term is treated.

2.2.1 The elliptic problems

As stated before, the maximum principle plays a crucial role in the discretization method. For Problem P, this property has been studied in several papers ([75], see also [45], [48] and the references therein). Our task here is to consider the elliptic problems resulting from the time discretization.

For each \(k\) less than \(n\) we define

\[V_k = \left\{ \varphi \in \beta(\epsilon) + H^1_0(\Omega) : \beta(\epsilon) \leq \varphi \leq \beta(\epsilon) \left( M e^{\bar{C}kr} \right), \ a.e. \right\}, \quad (2.9)\]

where \(\bar{C} > 0\) will be chosen below. It is clear that for any \(k > 0\), \(V_k\) includes any of the previous sets. We also note that \(V_k\) is convex and closed due to the Riesz theorem.

The maximum principle

The first step in the analysis of the schemes consists in proving that if a sequence of (weak) solutions for any of the problems arising in the semi-discrete approximations exists, it belongs (elementwise) to \(\{V_k\}^n_{k=0}\). This will be shown by mathematical induction. The
proof is fairly the same for any of the schemes considered below, therefore we consider here only the implicit case. The assumption (A2) guarantees that for $M$ suitably chosen (e.g. $M = \|u_0\|_\infty$), the initial data is in $V_0$. Now, assuming that $\theta^{k-1}$ is given in $V_{k-1}$, our aim is to show that if a solution $\theta^k$ of Problem WMTI exists, then it belongs to $V_k$.

In order to make the presentation easier, the indices are skipped for the moment. We consider the auxiliary problem

**Problem AUX.** Find $\theta \in H_0^1(\Omega) + \beta(\varepsilon)$ such that

$$
(\beta^{-1}(\theta) - \beta^{-1}(\chi), \varphi) + \tau(\nabla \theta, \nabla \varphi)
= \tau \left( (\beta^{-1})'(\psi)f(\beta^{-1}(\psi)) \cdot \nabla \theta + r(\beta^{-1}(\theta)), \varphi \right)
$$

holds for all $\varphi \in H_0^1(\Omega)$.

Here $\psi$ and $\chi$ are chosen in the spaces defined above, namely $\psi \in V_k$ and $\chi \in V_{k-1}$ for some $k > 0$ and the solution should belong to $V_k$. This is shown in the following lemma

**Lemma 2.2.1** Assume (A1), (A3), $\psi \in V_k$, $\chi \in V_{k-1}$ and $\tau(u) \geq 0$ for all $u$. Then, if $\tau$ is smaller than $\tau_0$ - a constant given in the proof - and a solution of Problem AUX exists, it belongs to $V_k$.

**Proof.** We start with the proof of the lower bound because this is essential in the whole chapter. This is done by reductio ad absurdum, following the ideas used in [39] for the proof of the weak maximum principle. Assume that

$$
\inf_{\Omega} \theta < \beta(\varepsilon),
$$

(here the infimum should be understood as the essential one).

Let $\varphi$ be a positive (a.e.) function in $H_0^1(\Omega)$. Since $r \geq 0$ and $\chi \geq \beta(\varepsilon)$, for any $\delta < \varepsilon$, the monotonicity of $\beta$ leads to the inequality

$$
0 \leq (\beta^{-1}(\chi) - \delta, \varphi) + \tau(r(\beta^{-1}(\theta)), \varphi)
$$

Thus, if $\theta$ solves Problem AUX, the following holds true

$$
(\beta^{-1}(\theta) - \delta, \varphi) + \tau(\nabla \theta, \nabla \varphi) \geq \tau \left( (\beta^{-1})'(\psi)f(\beta^{-1}(\psi)) \cdot \nabla \theta, \varphi \right)
$$

for all $\varphi \geq 0$ in $H_0^1(\Omega)$. Taking $\varphi = [\beta(\delta) - \theta]_+ \in H_0^1(\Omega)$ in the above inequality yields

$$
\int_{\theta < \beta(\delta)} (\beta^{-1}(\theta) - \delta)(\beta(\delta) - \theta) + \tau \int_{\theta < \beta(\delta)} \nabla \theta \cdot \nabla (\beta(\delta) - \theta)
\geq \tau \int_{\theta < \beta(\delta)} (\beta(\delta) - \theta)(\beta^{-1})'(\psi)f(\beta^{-1}(\psi)) \cdot \nabla \theta.
$$
Denoting by $\Omega_\delta$ the support of $[\beta(\delta) - \theta]_+$ and applying the Cauchy inequality, this relation becomes

$$\int_{\Omega_\delta} (\beta^{-1}(\theta) - \delta)(\theta - \beta(\delta)) + \tau \|\nabla \theta\|_{0,2,\Omega_\delta}^2 \leq \tau \|\theta - \beta(\delta)\|_{0,2,\Omega_\delta \cap \text{supp}(\nabla \theta)} \|\beta^{-1}(\psi) f(\beta^{-1}(\psi)) \cdot \nabla \theta\|_{0,2,\Omega_\delta},$$

where $\text{supp}\{\nabla \theta\}$ is the support of $\nabla \theta$. Since $\psi \geq \beta(\varepsilon)$, the assumptions made on $\beta$ in (A1), (2.2) and the boundedness of $f$ give

$$\|\nabla \varphi_\delta\|_{0,2,\Omega_\delta}^2 \leq C \sqrt{C_2(\varepsilon)} \|\varphi_\delta\|_{0,2,\Omega_\delta \cap \text{supp}(\nabla \theta)} \|\nabla \varphi_\delta\|_{0,2,\Omega_\delta},$$

where $[\beta(\delta) - \theta]_+$ was replaced by $\varphi_\delta$. Hence, the following holds true (for any $\delta < \varepsilon$)

$$\|\nabla \varphi_\delta\|_{0,2,\Omega_\delta} \leq C \sqrt{C_2(\varepsilon)} \|\varphi_\delta\|_{0,2,\Omega_\delta \cap \text{supp}(\nabla \theta)}.$$

Next, the Sobolev embedding theorem is applied. If $d > 2$ (where $d$ stands for the dimension of the domain $\Omega$), because $\varphi_\delta$ lies in $H^1_0(\Omega)$, we get

$$\|\varphi_\delta\|_{0, \frac{d}{d-2}, \Omega} \leq C \|\nabla \varphi_\delta\|_{0,2,\Omega} \leq C \sqrt{C_2(\varepsilon)} \|\varphi_\delta\|_{0,2,\Omega_\delta \cap \text{supp}(\nabla \theta)}.$$

Now, the Hölder inequality for the last term yields

$$\|\varphi_\delta\|_{0, \frac{d}{d-2}, \Omega} \leq C \sqrt{C_2(\varepsilon)} (\text{meas}\{\Omega_\delta \cap \text{supp}\{\nabla \theta\}\})^{\frac{d}{2}} \|\varphi_\delta\|_{0, \frac{d}{d-2}, \Omega},$$

where the inclusion $\Omega_\delta \subset \Omega$ was used. Therefore

$$\text{meas}\{\Omega_\delta \cap \text{supp}\{\nabla \theta\}\} \geq C(\varepsilon), \quad (2.11)$$

where $C > 0$ does not depend on $\delta$.

Analogous, if $d = 2$, the same property of the above set can be obtained. This shows that the essential infimum of $\theta$ is finite. Moreover, since the constant in (2.11) does not depend on $\delta$, the inequality must hold as $\delta$ tends to $\inf \theta$. That is, the function $\theta$ must attain its infimum in $\Omega$ on a set of positive measure, where at the same time its gradient vanishes (since the function is constant almost everywhere there). This contradicts the inequality in (2.11) and therefore the assumption on the infimum of $\theta$ is false.

A similar argument shows that $\theta$ has a finite essential supremum. The equality in (2.10) can be rewritten as

$$\beta^{-1}(\theta) - L, \varphi + \tau (\nabla \theta, \nabla \varphi) = \beta^{-1}(\chi) - L, \varphi + \tau ((\beta^{-1}(\psi) f(\beta^{-1}(\psi)) \cdot \nabla \theta + \tau (\beta^{-1}(\theta), \varphi),$$
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for any real number $L$. Assume now that the essential supremum of $\theta$ lies above $\beta(M e^{\mathcal{C} k \tau})$, then choose an arbitrary $L > M e^{\mathcal{C} k \tau}$ and everything follows as before if the forthcoming holds true

$$(\beta^{-1}(\chi) - L, [\theta - \beta(L)]_+) + \tau(r(\beta^{-1}(\theta)), [\theta - \beta(L)]_+) \leq (\beta^{-1}(\theta) - L, [\theta - \beta(L)]_+).$$

Since $\chi \in V_{k-1}$ and $\theta$ is positive (this being proven before), the assumption (A2) on $r$ yields

$$(\beta^{-1}(\chi) - L, [\theta - \beta(L)]_+) + \tau(r(\beta^{-1}(\theta)), [\theta - \beta(L)]_+) \leq (M e^{\mathcal{C}(k-1)\tau} - L, [\theta - \beta(L)]_+) + \tau C(\beta^{-1}(\theta), [\theta - \beta(L)]_+),$$

where $C$ is any constant above $\sqrt{C_r L^\beta}$ which will be fixed below. Now, if $\tau C \leq 1$, the desired inequality is implied by

$$(M e^{\mathcal{C}(k-1)\tau} - L, [\theta - \beta(L)]_+) + \tau C(L, [\theta - \beta(L)]_+) \leq 0,$$

so that it is enough to take $C$ such that $M e^{\mathcal{C}(k-1)\tau} + \tau C L \leq L$ for any $L \geq M e^{\mathcal{C} k \tau}$. Let $C$ be of the form $C = \alpha \breve{C}$, with $\alpha > 0$. Our inequality becomes

$$M e^{\mathcal{C}(k-1)\tau} \leq L(1 - \alpha \breve{C} \tau)$$

and it suffices if this is fulfilled for $L = M e^{\mathcal{C} k \tau}$. This situation can be achieved for any $\alpha \in \left(\frac{\sqrt{C_r L^\beta}}{C}, 1\right)$, but implies a restriction on the time step $\tau$ (namely $\tau \leq \frac{1-\alpha}{\alpha \breve{C}}$).

**Remark 2.2.2** For $r$ we have requested supplementary the global positiveness. This was necessary in order to obtain the lower bounds if the reaction is discretized implicitly, leading to a problem of the same type as the auxiliary one. Replacing $r(\beta^{-1}(\theta))$ by $r(\beta^{-1}(\phi))$ (with $\phi \in V_k$), the above assumption can be relaxed to a more natural one, namely $r(u) \geq 0$ only for positive $u$. Generally, this can be obtained by a standard trick for parabolic problems, where $u$ is replaced by $u e^{C t}$ ($C$ being a constant specified below).

**Remark 2.2.3** The upper bound induces some restriction on the time step, which does not depend on $k$. If the reaction term is considered explicitly, there is no need to impose anything on $\tau$. Moreover, in this case the constant $\breve{C}$ can be taken exactly $C_r \sqrt{L^\beta}$. In fact, since stability is not affected by the explicit treatment of the reaction term, this way is recommendable for practical computations.
Lemma 2.2.1 can be used in establishing the maximum principle for the schemes MTC or MTL. The proof is simpler for the implicit discretization since we can deal with the convection term as follows. Under the assumption (A3), for any real number \( \delta \), a vector valued function \( G^\delta : \mathbb{R} \to \mathbb{R}^d \) can be defined by
\[
G_i^\delta(\theta) = \int_{\beta(\delta)}^{\theta} F_i(\beta^{-1}(s))ds,
\]
for all \( i = 1, \ldots, d \). Therefore we have \( G_i^\delta(\beta(\delta)) = 0 \) and \( \nabla_x \cdot G^\delta(\theta) = F(\beta^{-1}(\theta))\nabla_x \theta \). Now, for \( \delta = \varepsilon \), by taking \( \varphi = |\beta(\varepsilon) - \theta|_+ \) in (2.6) the convective part vanishes due to the Gauß integration formula and the proof of the lower bound follows directly from the inequality
\[
0 \leq \int_{0<\beta(\varepsilon)} (\beta^{-1}(\theta) - \varepsilon)(\theta - \beta(\varepsilon)) + \tau\|\nabla \theta\|_{L^2}^2
= \int_{0<\beta(\varepsilon)} (\beta^{-1}(\chi) - \varepsilon + \tau r(\beta^{-1}(\theta)))(\theta - \beta(\varepsilon)).
\]
Because of the assumptions on \( \chi \) and \( r \), the last term is negative, so that either \( \theta \equiv \beta(\varepsilon) \), or \( \text{meas} \{ \Omega_\varepsilon \} = 0 \), both leading to the desired lower bound. The upper one results in a similar fashion.

**Remark 2.2.4** Problem \( P \) may be degenerate only at \( u = 0 \). The above maximum principle guarantees that if the (initial and boundary) data are away from 0, then the solution of any of the semi-discrete approximation defined before stays always away from 0 at all time steps. This is just the underlying idea of our approach to treat the degeneracy.

**Remark 2.2.5** The question of existence and uniqueness of a solution for Problem AUX (which is related to the nonlinear elliptic problems arising in the time discretization) is not a direct consequence of the nonlinear Lax-Milgram lemma ([99]) since the form involved here is unbounded on the whole space \( H^1 \). Relying on the maximum principle shown above, a solution will be obtained further in the subset \( V_k \), while uniqueness is given by comparison arguments.

**Linearization of the nonlinear schemes**

Having now the maximum principle, we can continue with a linearization procedure for the nonlinear schemes WMTI and WMTC. \( \theta^k \in V_k \) is obtained by iterative methods. To do so, let \( K \) be a constant which will be given below and define, for \( \psi, \varphi \in H^1_0(\Omega) \) and \( \underline{\psi} \in V_k \),
\[
a_K(\psi, \varphi; \underline{\psi}) = K(\psi, \varphi) + \tau(\nabla \psi, \nabla \varphi) - \tau((\beta^1)'(\underline{\psi})f(\beta^{-1}(\underline{\psi})) \cdot \nabla \psi, \varphi),
\]
\[
l_K(\chi; \varphi) = K(\chi, \varphi) + (\beta^1(\theta^k) - \beta^{-1}(\chi + \beta(\varepsilon)), \varphi) + \tau(r(\beta^{-1}(\chi + \beta(\varepsilon))), \varphi),
\]
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which are linear and bounded. Denoting by
\[ W_k = V_k - \beta(\varepsilon) \subset H_0^1(\Omega), \]
the translation of \( V_k \) with \( \beta(\varepsilon) \), the iterative scheme is induced through the operator \( T : W_k \to W_k \) giving the solution of the following problem

**Problem PISm:** Let \( \psi \in W_k \). Find \( T\psi \in W_k \) such that
\[ a_K(T\psi, \varphi; \theta^{k-1}) = l_K(\psi; \varphi) \quad (2.13) \]
for all \( \varphi \in H_0^1(\Omega) \).

Now the first iteration can be defined as

**Iteration ISm:**
\[ \psi^{i+1} = T\psi^i \quad (2.14) \]
for \( i \geq 0 \) and \( \psi^0 = \theta^{k-1} - \beta(\varepsilon) \in W_{k-1} \).

An alternative which is more appropriate for practical purposes (see [46], [47] or [53]) reads

**Iteration IJK:**
\[
\begin{align*}
\bar{\psi}^i &\in \beta(\varepsilon) + H_0^1(\Omega), \\
(\sigma(\bar{\psi}^{i-1}, \theta^{k-1}))(\bar{\psi}^i - \theta^{k-1}), \varphi) + \tau(\nabla \bar{\psi}^i, \nabla \varphi) - \tau((\beta^{-1})'(\vartheta))f(\beta^{-1}(\vartheta)) \cdot \nabla \bar{\psi}^i, \varphi) &\equiv \tau(r(\beta^{-1}(\vartheta)), \varphi), \\
\sigma(\bar{\psi}^i, \theta^k) &= \int_0^1 (\beta^{-1})'(s\bar{\psi}^i + (1-s)\theta^k)ds
\end{align*}
\quad (2.15) \]
for all \( \varphi \in H_0^1(\Omega) \) and \( i \geq 1 \), where \( \bar{\psi}^0 = \theta^{k-1} \), \( \sigma(\bar{\psi}^0, \theta^{k-1}) = (\beta^{-1})'(\theta^{k-1}) \). Some aspects concerning this iteration are discussed at the end of the subsection. Now we concentrate on Iteration ISm, which needs a more rigorous argumentation. This will help us in the proof of existence and uniqueness for the solutions of the semi-discrete problems. These properties cannot be obtained as a direct consequence of a nonlinear Lax-Milgram lemma since the form used in the definition of Problem AUX - which is similar to the nonlinear problems WMTI or WMTC - is bounded only on a subset of \( H_0^1(\Omega) \). For the linearized scheme MTL, the maximum principle guarantees that the classical Lax-Milgram lemma can be applied for proving the existence and uniqueness of a solution.

If \( K \) satisfies
\[ K \geq C_2(\varepsilon), \quad \text{and} \quad K \geq \tau \frac{C_F}{2} C_2(\varepsilon) \quad (2.16) \]
(the last inequality being implied by the first one for \( \tau \) reasonably small), remembering the bounds given in Remark 2.2.1, the coercivity of \( a_K \) follows as a consequence of the Cauchy inequality

\[
a_K(\psi; \psi) = K\|\psi\|^2 + \tau\|\nabla \psi\|^2 - \tau \sqrt{C_F C_2(\varepsilon)} \|\nabla \psi\| \|\psi\| \geq (K - \tau \frac{C_F}{2} C_2(\varepsilon)) \|\psi\|^2 + \frac{\tau}{2} \|\nabla \psi\|^2.
\]

If \( \psi \in W_k \), the Lax-Milgram lemma can be applied to get a unique solution \( T \psi \in H^1_0(\Omega) \) of Problem PIsm, which is a linear problem and therefore can be solved easily. In this way, we have defined an operator \( T \) from \( W_k \) to \( H^1_0(\Omega) \). In fact, a similar proof as the one given for Lemma 2.2.1 leads to the following result

**Lemma 2.2.2** Assume \((A1), (A3)\) and \( \theta^{k-1} \in V_{k-1} \). Then \( T W_k \subseteq W_k \).

**Remark 2.2.6** Problem PIsm is related to Scheme WMTC. The same holds also if \( \theta^{k-1} \) in (2.13) is replaced by \( \psi + \beta(\varepsilon) \). This can be used to obtain an iterative scheme for the implicit time discretization method.

Having defined the iterative scheme ISm, a convergence result for the corresponding sequence is necessary. Below we will show that, under the restrictions in (2.16), \( T \) is a contraction mapping on the closed set \( W_k \) with an appropriate norm, so \( \theta^k \) can be taken as

\[
\theta^k = \beta(\varepsilon) + \lim_{i \to \infty} \psi^i.
\]

In this case, assuming the above limit makes sense, it is easy to see that we have obtained a solution in \( V_k \) of Problem WMTC. The uniqueness of the solution in \( \beta(\varepsilon) + H^1_0(\Omega) \) will be discussed below, together with the fully nonlinear scheme, WMTI.

The existence of \( \lim_{i \to \infty} \psi^i \) in \( W_k \) can be immediately seen by applying the fixed point theorem to \( T \). This statement is supported by the following lemma

**Lemma 2.2.3** Assume \((A1), (A3)\) and \( \theta^{k-1} \in V_{k-1} \). If \( K \) and \( \tau \) satisfy the inequalities in (2.16) and \( \tau C_2(\varepsilon) \leq C \) for a constant \( C \) which is determined below, then there is a norm on \( H^1_0(\Omega) \) equivalent to the usual one, such that \( T \) is contractive on the closed set \( W_k \).

**Proof.** Lemma 2.2.2 shows that \( W_k \) is preserved by \( T \). Note that

\[
\|\varphi\|_k^2 \equiv (K - \tau \frac{C_F}{2} C_2(\varepsilon)) \|\varphi\|^2 + \frac{\tau}{2} \|\nabla \varphi\|^2.
\]
is a norm on $H^1_0(\Omega)$ and $\|\varphi\|_K \leq \sqrt{a_K(\varphi, \varphi; \theta_{k-1})}$. With this new norm, $T$ is a contraction mapping on the closed subset $W_k$, as follows from (2.13)

$$
|a_K(T\psi_1 - T\psi_2, \varphi; \theta_{k-1})| = |K(\psi_1 - \psi_2, \varphi) - (\beta^{-1}(\psi_1 + \beta(\varepsilon)) - \beta^{-1}(\psi_2 + \beta(\varepsilon)), \varphi)| \\
+ \tau (r(\beta^{-1}(\psi_1 + \beta(\varepsilon))) - (r(\beta^{-1}(\psi_2 + \beta(\varepsilon))), \varphi) \\
\leq |((K - (\beta^{-1})(\chi))(\psi_1 - \psi_2), \varphi)| + \tau \sqrt{C_r C_2(\varepsilon)} \|\psi_1 - \psi_2\| \|\varphi\| \\
\leq (K - C_1 + \tau \sqrt{C_r C_2(\varepsilon)}) \|\psi_1 - \psi_2\| \|\varphi\|,
$$

for any $\psi_1, \psi_2 \in W_k$ and $\chi$ between $\psi_1 + \beta(\varepsilon)$ and $\psi_2 + \beta(\varepsilon)$. In the above inequalities the mean value theorem, the growth condition on $r$ and the positiveness of $\psi_1, \psi_2$ have been used. Hence, if $\tau (\frac{C_r C_2(\varepsilon)}{2} + \sqrt{C_r C_2(\varepsilon)}) \leq C_1$, since

$$
\|\varphi\|_K \geq \sqrt{K - \tau \frac{C_r C_2(\varepsilon)}{2}} \|\varphi\|,
$$

by taking $\varphi = T\psi_1 - T\psi_2$ the proof is completed.

**Remark 2.2.7** The restrictions on $\tau$ are due to the convective and reaction terms. If the Lipschitz continuity in $\beta(u)$ of $F$ and $r$ is assumed, the limitation on the time step becomes milder (namely $C\tau < 1$). Moreover, in the absence of the above terms, there is no need to impose anything on $\tau$ (see [98]).

**Remark 2.2.8** As resulting from the above proof, the convergence rate of Iteration ISm is of order $1 - O(1/C_2(\varepsilon))$, which is close to 1 when $\varepsilon$ is small. But this approach is useful in obtaining the existence of the solutions of the nonlinear problems. The reduced convergence order can be observed also in practical computations, therefore we have considered also Iteration JK, which is more interesting from the practical point of view. In this case the theoretical restriction on $\tau$ is more severe than the one in Lemma 2.2.3 ([53]).

**Remark 2.2.9** Iteration ISm relies on the operator $T$, which has been used in [90], pp. 96. But we show that $T$ is a contraction mapping, at least for the present problems, in the setting defined in the proof of Lemma 2.2.3. This fact simplifies the context, while the monotonicity of $T$ can lead to an alternative proof similar to the one in [90].

The above results show that Problem WMTC has a unique solution in $V_k$. But in the frame set in Lemma 2.2.3, the uniqueness holds in the whole $\beta(\varepsilon) + H^1_0(\Omega)$.

**Lemma 2.2.4** Assume (A1), (A3) and $\theta_{k-1} \in V_{k-1}$. If $K$ and $\tau$ satisfy the inequalities in (2.16) and $\tau C_2(\varepsilon) \leq C$ for a suitable constant $C$, Problem WMTC has at most one solution $\theta_k \in \beta(\varepsilon) + H^1_0(\Omega)$.
Proof. We consider here only the implicit discretization of the reaction term, the proof in the explicit case being identical. Let \( \psi, \theta \in \beta(\varepsilon) + H_0^1(\Omega) \), then \( \psi - \theta \in H_0^1(\Omega) \).

Assuming that both solve Problem WMTI with the same \( \theta^{k-1} \), testing with \( \varphi = \psi - \theta \) and subtracting the corresponding equalities for both solutions yields

\[
(\beta^{-1}(\psi) - \beta^{-1}(\theta), \psi - \theta) + \tau \| \nabla (\psi - \theta) \|^2
= \tau ((\beta^{-1})'((\beta^{k-1})f(\beta^{-1}(\theta^{k-1}))) \cdot \nabla (\psi - \theta) + r(\beta^{-1}(\psi)) - r(\beta^{-1}(\theta)), \psi - \theta)
\leq \tau C_F C_1(\varepsilon) \| \nabla (\psi - \theta) \| \| \psi - \theta \| + \tau \sqrt{C_F (\beta^{-1}(\psi) - \beta^{-1}(\theta), \psi - \theta)} \| \psi - \theta \|
\leq \frac{\tau}{2} \| \nabla (\psi - \theta) \|^2 + \frac{1}{2} (\beta^{-1}(\psi) - \beta^{-1}(\theta), \psi - \theta) + (\frac{\tau}{2} C_F C_1(\varepsilon) + \frac{\tau^2}{2} C_r) \| \psi - \theta \|^2,
\]

where the monotonicity of \( \beta \) has been used. This, remembering the relation in (2.2), leads to

\[
\left( \frac{C_1}{2} - \frac{\tau}{2} C_F C_1(\varepsilon) + \frac{\tau^2}{2} C_r \right) \| \psi - \theta \|^2 + \frac{\tau}{2} \| \nabla (\psi - \theta) \|^2 \leq 0,
\]

which, if \( \tau \) is small enough (satisfying \( \tau^2 C_r + \tau C_F C_1(\varepsilon) \leq C_1 \)), shows that \( \psi \) and \( \theta \) coincide a.e. in \( \Omega \).

Remark 2.2.10 The proof of uniqueness in \( W_k \) for the implicit discretization scheme WMTI is similar (the assumption in (A3) on \( F \) has to be taken into account). In this case, the restriction on \( \tau \) changes to \( C\tau \leq 1 \), which is more convenient.

As mentioned in the Remark 2.2.6, Iteration ISm can be used to get the solution of Problem WMTI. More precisely, the Lax-Milgram lemma can be applied again to get a unique \( T\psi \in H_0^1(\Omega) \) satisfying

\[
o_K(T\psi, \varphi; \psi + \beta(\varepsilon)) = l_K(\psi; \varphi) \quad \forall \varphi \in H_0^1(\Omega)
\]

for each \( \psi \in W_k \). Also Lemma 2.2.2 holds true, but unfortunately we have not been able to obtain strong convergence in \( H^1 \) without additional assumptions on the convection term \( F \). However, an uniform bound for the \( H^1 \) norm of the sequence \( \{\psi^i, i \geq 0\} \) can be easily derived. This follows by taking \( \varphi = T\psi \) in (2.17), giving

\[
K \| T\psi \|^2 + \tau \| \nabla T\psi \|^2 - \tau ((\beta^{-1})'((\psi + \beta(\varepsilon))f(\beta^{-1}(\psi + \beta(\varepsilon)))) \cdot \nabla T\psi, T\psi)
= K(\psi, T\psi) + (\beta^{-1}(\theta^{k-1}) - \beta^{-1}(\psi + \beta(\varepsilon)), T\psi) + \tau r(\beta^{-1}(\psi + \beta(\varepsilon)), T\psi).
\]

Recalling the maximum principle, an upper bound \( (C) \) depending on \( \varepsilon \), the supremum in \( V_k \) and the measure of \( \Omega \) - but not on \( T\psi \) - can be obtained in the right hand side above. The last term in the left hand side can be bounded by

\[
|\tau ((\beta^{-1})'((\psi + \beta(\varepsilon))f(\beta^{-1}(\psi + \beta(\varepsilon)))) \cdot \nabla T\psi, T\psi)| \leq \frac{\tau}{2} \| \nabla T\psi \|^2 + C,
\]
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where the constant $C$ has the same properties as $C$. This shows the uniform boundedness of $\{\psi_i, i \geq 0\}$ in $H^1$. Compactness arguments in connection with the uniqueness of the solution guarantee the convergence of the above sequence weakly in $H^1(\Omega)$, hence strongly in $L^2(\Omega)$. The statements above can be included in the following lemma

**Lemma 2.2.5** Assume $(A1)$, $(A3)$ and $\theta^{k-1} \in V_{k-1}$. If $K$ and $\tau$ satisfy the inequalities in (2.16) and $\tau \leq C$ for a constant $C$, Problem WMTI has at most one solution $\theta^k \in \beta(\varepsilon) + H^1_0(\Omega)$. Moreover,

$$\theta^k = \beta(\varepsilon) + \lim_{i \to \infty} \psi^i,$$

and convergence takes place weakly in $H^1$, thus strongly in $L^2$.

As seen in Remark 2.2.8, the iteration scheme discussed up to now has a reduced convergence rate, but relying on it we have been able to show the existence and uniqueness of the solution for the semi-discrete equations. Iteration JK is more appropriate for practical purposes. Without giving the proof - which is similar to the one for Lemma 2.2.1 - if $\theta^{k-1} \in V_{k-1}$, then all the elements of the sequence of solutions $\{\tilde{\theta}^i\}_{i=0}^\infty$ given by this iteration belong to $V_k$. Therefore, the regularization based on the maximum principle works in this case too.

In particular, taking $\tilde{\theta} = \theta^{k-1}$ above leads to an iterative method for Problem WMTC, while the choice $\tilde{\theta} = \tilde{\theta}^{k-1}$ gives the alternative for Problem WMTI. This method of linearization is proposed in [46] and [47], where a cut-off approach for the regularization is necessary. The function $\sigma$ here is similar to $\mu$ in Scheme JK, in the setting mentioned before. Again, since the problems WMTC and WMTI admit unique solutions, compactness arguments show that $\tilde{\theta}^i$ converges weakly in $H^1$ (and therefore strongly in $L^2$) to the semi-discrete solution $\theta_k$. Moreover, Theorem 5.9 of [53] can be applied here in order to obtain the order of convergence in $L^2$ provided the time step is small enough, namely $\tau^{\frac{\alpha}{2}} C_2(\varepsilon) \leq C$. Here $\alpha \leq 1$ comes from the Hölder continuity of the solution, namely $\theta^k \in C^0(\Omega)$ ([58]). As mentioned before, this restriction is merely theoretically, practical computations showing that Iteration JK is efficient. Most of our numerical examples in the last chapter were computed using this approach.

### 2.2.2 Error estimates for the semi-discrete approximation

In this section we will show the convergence of the maximum principle based approach by proving error estimates for the schemes MTI, MTC and MTL written in the variational form. To do so, some stability properties are necessary.
We start here by stating three elementary identities to be used in what follows, which are valid for all $a_k, b_k \in \mathbb{R}^q \ (q \geq 1)$

\[ 2 \sum_{k=1}^{m} a_k (a_k - a_{k-1}) = |a_m|^2 - |a_0|^2 + \sum_{k=1}^{m} |a_k - a_{k-1}|^2, \quad (2.18) \]

\[ 2 \sum_{k=1}^{m} \sum_{j=1}^{k} a_k a_j = \left| \sum_{k=1}^{m} a_k \right|^2 + \sum_{k=1}^{m} |a_k|^2, \quad (2.19) \]

\[ \sum_{k=1}^{m} a_k (b_k - b_{k-1}) = a_m b_m - a_0 b_0 - \sum_{k=1}^{m} (a_k - a_{k-1}) b_{k-1}. \quad (2.20) \]

The apriori estimates

The following theorem establishes the stability of the implicit scheme.

**Theorem 2.2.6** Assume (A1), (A2) and (A3). Then, for $p \leq n$, if $\theta^k$ solves Problem WMTI, we have

\[ \tau \sum_{k=1}^{p} \| \nabla \theta^k \|^2 \leq C, \quad (2.21) \]

\[ \sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}) + \sum_{k=1}^{p} \| \theta^k - \theta^{k-1} \|^2 \]

\[ + \tau \| \nabla \theta^p \|^2 + \tau \sum_{k=1}^{p} \| \nabla (\theta^k - \theta^{k-1}) \|^2 \leq C \tau C_2(\varepsilon). \quad (2.22) \]

**Proof.** By taking $\varphi = \theta^k - \beta(\varepsilon) \in H_0^1(\Omega)$ in Problem WMTI and summing up for $k = 0, p$ we get

\[ \sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \beta(\varepsilon)) + \tau \sum_{k=1}^{p} \| \nabla \theta^k \|^2 \]

\[ = - \tau \sum_{k=1}^{p} (F(\beta^{-1}(\theta^k)), \nabla \theta^k) + \tau \sum_{k=1}^{p} (r(\beta^{-1}(\theta^k)), \theta^k - \beta(\varepsilon)). \quad (2.23) \]

Now, each of the resulting terms is estimated separately. To begin with, observe that

\[ \int_a^b s(\beta^{-1})'(s)ds \leq b(\beta^{-1}(b) - \beta^{-1}(a)), \quad \int_0^b s(\beta^{-1})'(s)ds \geq \frac{C_1}{2} b^2 \]
hold true for any reals \(a, b\) (due to the properties of \(\beta\)). Hence, for a.e. \(x \in \Omega\), it follows that

\[
\sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}))\theta^k = \sum_{k=1}^{p} \theta^k \int_{0}^{\theta^k} (\beta^{-1})'(s)\,ds \\
\geq \sum_{k=1}^{p} \int_{0}^{\theta^k} s(\beta^{-1})'(s)\,ds = \int_{0}^{\theta^p} s(\beta^{-1})'(s)\,ds - \int_{0}^{\theta^0} s(\beta^{-1})'(s)\,ds \\
\geq C(\theta^p)^2 - \beta^{-1}(\theta^0)\theta^0.
\]

Since \(u_0, \theta^0 \in L^\infty\), integrating over \(\Omega\) the above inequality gives

\[
\sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k) \geq C\|\theta^p\|^2 - (\beta^{-1}(\theta^0), \theta^0) \geq C\|\theta^p\|^2 - C \geq -C.
\]

Using the maximum principle in Lemma 2.2.1, the remaining part of the first sum can be bounded as follows

\[
\left| \sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \beta(\varepsilon)) \right| = \left| (\beta^{-1}(\theta^p) - \beta^{-1}(\theta^0), \beta(\varepsilon)) \right| \leq C\beta(\varepsilon).
\]

Next, the first term in the right hand side vanishes (as in (2.12)). For the last one, since \(\theta^k\) is uniformly bounded (also independently on \(k\))

\[
\left| \sum_{k=1}^{p} (r(\beta^{-1}(\theta^k)), \theta^k - \beta(\varepsilon)) \right| \leq \tau \sum_{k=1}^{p} \| r(\beta^{-1}(\theta^k)) \| \| \theta^k - \beta(\varepsilon) \| \leq C.
\]

Since \(\varepsilon\) is small, we have \(\beta(\varepsilon) \leq C\). The above inequalities give the first part of the conclusion.

For the second estimate, \(\varphi\) in (2.6) is replaced by \(\theta^k - \theta^{k-1} \in H^1_0(\Omega)\). Recalling the identity in (2.18) and summing again over \(k\) from 1 to \(p\) yields

\[
(I) + (II) := \sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}) \\
+ \tau \frac{1}{2} \left( \| \nabla \theta^p \| - \| \nabla \theta^0 \| + \sum_{k=1}^{p} \| \nabla (\theta^k - \theta^{k-1}) \|^2 \right) \quad (2.24) \\
= -\tau \sum_{k=1}^{p} (F(\beta^{-1}(\theta^k)), \nabla (\theta^k - \theta^{k-1})) \\
+ \tau \sum_{k=1}^{p} (r(\beta^{-1}(\theta^k)), \theta^k - \theta^{k-1}) =: (III) + (IV).
\]

For (I), because of the assumptions on \(\beta\), the following inequality holds true

\[
(I) \geq \frac{C_1}{2} \sum_{k=1}^{p} \| \theta^k - \theta^{k-1} \|^2 + \frac{1}{2} \sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}).
\]
Since $\nabla \cdot F(\beta^{-1}(\theta)) = f(\beta^{-1}(\theta))(\beta^{-1})'(\theta)\nabla \theta$, recalling the boundedness of $f$ from Remark 2.2.1, for (III) we have

$$\|\text{III}\| \leq \tau \sum_{k=1}^{p} |(f(\beta^{-1}(\theta^k))(\beta^{-1})'(\theta^k)\nabla \theta^k, \theta^k - \theta^{k-1})| \leq \tau \sum_{k=1}^{p} \sqrt{C_F C_2(\varepsilon)} \|\nabla \theta^k\| \|\theta^k - \theta^{k-1}\|.$$ 

Applying here the inequality $ab \leq \tilde{\eta}a^2 + \frac{1}{4\tilde{\eta}}b^2$ for $\eta = \frac{\tau}{C_1}$ and using the first estimates gives

$$\|\text{III}\| \leq \frac{C_1}{8} \sum_{k=1}^{p} \|\theta^k - \theta^{k-1}\|^2 + C\tau C_2(\varepsilon).$$

Now, recalling the maximum principle again, the last term leads in a similar manner to

$$\|\text{IV}\| \leq \frac{C_1}{8} \sum_{k=1}^{p} \|\theta^k - \theta^{k-1}\|^2 + C\tau.$$ 

Finally, since $\theta_0 \in H^1(\Omega)$, the inequalities above show the remaining part of the theorem.

**Remark 2.2.11** It does not make any difference for the apriori estimates if the reaction term is considered explicitly.

**Remark 2.2.12** The large constant $C_2(\varepsilon)$ appears in the last stability estimate due to the condition imposed in (A3) on $F$. As we will see below, this does not affect the error estimates. In the case $F$ is Lipschitz continuous in $\beta(u)$, since $C_2(\varepsilon)$ disappears in (2.22), the apriori estimates become optimal (as obtained, e.g. in [73]).

**Remark 2.2.13** For the analysis of Scheme MTC it will be useful to have apriori estimates without $C_2(\varepsilon)$. These can be obtained by a different handling of (III)

$$\|\text{III}\| \leq \tau \sum_{k=1}^{p} |(F(\beta^{-1}(\theta^k)), \nabla(\theta^k - \theta^{k-1})| \leq C\tau \sum_{k=1}^{p} \|\nabla(\theta^k - \theta^{k-1})\| \leq C + \frac{\tau}{4} \sum_{k=1}^{p} \|\nabla(\theta^k - \theta^{k-1})\|^2,$$

where the uniform bounds for $\theta^k$ have been used again. The rest of the proof follows as before and leads to

$$\sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}) + \sum_{k=1}^{p} \|\theta^k - \theta^{k-1}\|^2$$

$$+ \tau \|\nabla \theta^p\|^2 + \tau \sum_{k=1}^{p} \|\nabla(\theta^k - \theta^{k-1})\|^2 \leq C.$$ 

In this case the results are worsen (since $\tau$ is lost), but still enough for getting the error estimates.
In a similar manner, for Scheme MTC we have

**Theorem 2.2.7** Assume (A1), (A2) and (A3). Then, for \( p < n \), if \( \theta^k \) solves Problem WMTC, there are constants \( C \) independent on \( p, \tau \) and \( \varepsilon \) such that

\[
\tau \sum_{k=1}^{p} \| \nabla \theta^k \|^2 \leq CC_2(\varepsilon), \tag{2.25}
\]

\[
\sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}) + \sum_{k=1}^{p} \| \theta^k - \theta^{k-1} \|^2
\]

\[
+ \tau \| \nabla \theta^p \|^2 + \tau \sum_{k=1}^{p} \| \nabla (\theta^k - \theta^{k-1}) \|^2 \leq C\tau C_2(\varepsilon)^2. \tag{2.26}
\]

**Proof.** The proof is almost identical to the one for Theorem 2.2.6. The only difference appears when dealing with the convection. For (2.25), the first term in the right hand side of the relation in (2.23) is bounded as follows

\[
\tau \sum_{k=1}^{p} \| ((\beta^{-1})'(\theta^{k-1})f(\beta^{-1}(\theta^{k-1}))) \nabla \theta^k, \theta^k - \beta(\varepsilon) \|
\]

\[
\leq \tau \sqrt{C_F C_2(\varepsilon)} \sum_{k=1}^{p} \| \nabla \theta^k \| \| \theta^k - \beta(\varepsilon) \|
\]

\[
\leq \frac{\tau}{2} \sum_{k=1}^{p} \| \nabla \theta^k \|^2 + CC_2(\varepsilon),
\]

and the first inequality above is obtained as before.

For the second estimate, the same steps can be done to get a similar relation to the one in (2.24). The estimate for (III) reads

\[
| (III) | = \tau \sum_{k=1}^{p} ((\beta^{-1})'(\theta^{k-1})f(\beta^{-1}(\theta^{k-1}))) \nabla \theta^k, \theta^k - \theta^{k-1})
\]

\[
\leq \frac{C_1}{8} \sum_{k=1}^{p} \| \theta^k - \theta^{k-1} \|^2 + \tau^2 C_2(\varepsilon) \sum_{k=1}^{p} \| \nabla \theta^k \|^2
\]

\[
\leq \frac{C_1}{8} \sum_{k=1}^{p} \| \theta^k - \theta^{k-1} \|^2 + C\tau C_2(\varepsilon)^2,
\]

the last inequality is due to the relation in (2.25). Proceeding as in the former case we arrive to the remaining estimate.

**Remark 2.2.14** As for the implicit case, optimal estimates are obtained if \( F \) is Lipschitz continuous in \( \beta(u) \). Then, the large constant \( C_2(\varepsilon) \) disappears in (2.25) and (2.26). Similarly, an explicit discretization of the reaction term yields the same results.
Finally we turn our attention to the linear scheme. In this case we have to assume more on $\beta$, namely the Lipschitz continuity of its derivative. Still, reasonable estimates are obtained only if one of the following additional hypotheses hold true

(A1) $\beta : \mathbb{R} \rightarrow \mathbb{R}$ is a convex function,

or

(A3) $F : \mathbb{R} \rightarrow \mathbb{R}^d$ is Lipschitz continuous in $\beta(u)$.

Even though (A1) and (A3) do not have too much in common, at least one of them is essential for the stability. More precise, the apriori estimates which can be obtained without any of the above supplementary assumptions are useless - depending exponentially on $C_2(\varepsilon)$ - so the error estimates for Scheme MTL are irrelevant.

**Theorem 2.2.8** Assume (A1), (A1)', (A2) and (A3). Then, for $p < n$, if $\theta^k$ solves Problem WMTL, we have

$$\tau \sum_{k=1}^p \|\nabla \theta^k\|^2 \leq CC_2(\varepsilon),$$

(2.27)

$$\sum_{k=1}^p \|\sigma_{k-1}(\theta^k - \theta^{k-1})\|^2 + \tau \|\nabla \theta^p\|^2 + \tau \sum_{k=1}^p \|\nabla(\theta^k - \theta^{k-1})\|^2 \leq C\tau C_2(\varepsilon)\frac{3}{2}.$$ (2.28)

**Proof.** The proof for Theorem 2.2.6 can be followed in this case too. If we take $\varphi = \theta^k - \beta(\varepsilon) \in H^1_0(\Omega)$ in (2.8) and sum up the resulting equalities for $k = 0, p$, the only difference to the relation in (2.23) consists in the term

$$(\bar{I}) := \sum_{k=1}^p (\sigma_{k-1}(\theta^k - \theta^{k-1}), \theta^k - \beta(\varepsilon)).$$ (2.29)

This can be rewritten as

$$(\bar{I}) = \sum_{k=1}^p ((\sigma_{k-1} - \sigma(\theta^k, \theta^{k-1}))(\theta^k - \theta^{k-1}), \theta^k - \beta(\varepsilon))$$

$$+ \sum_{k=1}^p (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \beta(\varepsilon)) =: (I_1) + (I_2),$$

where $\sigma(\theta^k, \theta^{k-1})$ is defined with Iteration IJK. Since $\beta$ if convex and $\beta'$ positive,

$$\text{sign}\{((\beta^{-1})'(\theta^{k-1}) - (\beta^{-1})'(s\theta^{k-1} + (1-s)\theta^k)\} = -\text{sign}\{\theta^{k-1} - \theta^k\}.$$ 

Hence, remembering that $\theta^k > \beta(\varepsilon)$, it follows that $(I_1)$ is positive. The bounds for $(I_2)$ are now derived as above.
Next, repeating the steps in the proof of Theorem 2.2.7, we need an estimate for $(III)$. Because $\sigma_{k-1} = (\beta^{-1})'(\theta^{k-1})$, it follows that

$$[(III)] = \tau \sum_{k=1}^{p} (\sqrt{\sigma_{k-1}} f'(\beta^{-1}(\theta^{k-1})) \nabla \theta^k, \sqrt{\sigma_{k-1}} (\theta^k - \theta^{k-1}))$$

$$\leq \frac{1}{4} \sum_{k=1}^{p} \|\sqrt{\sigma_{k-1}} (\theta^k - \theta^{k-1})\|^2 + C\tau^2 \sqrt{C_2(\varepsilon)} \sum_{k=1}^{p} \|\nabla \theta^k\|^2$$

$$\leq \frac{1}{4} \sum_{k=1}^{p} \|\sqrt{\sigma_{k-1}} (\theta^k - \theta^{k-1})\|^2 + C\tau C_2(\varepsilon)^2.$$  

Here the boundedness of $f$ and the inequality in Remark 2.2.1 have been used. The rest of the proof is identical to the previous ones.

Because of the convexity of $\beta$, the estimates obtained above are slightly better than in Theorem 2.2.7. Without this assumption, the Lipschitz continuity of $F$ is necessary. In this case the estimates are given in the following theorem

**Theorem 2.2.9** Assume (A1), (A2), (A3) and (A3). Then, for $p < n$, if $\theta^k$ solves Problem WMTL, the following holds

$$\sum_{k=1}^{p} \|\sqrt{\sigma_{k-1}} (\theta^k - \theta^{k-1})\|^2 + \tau \|\nabla \theta^p\|^2 + \tau \sum_{k=1}^{p} \|\nabla (\theta^k - \theta^{k-1})\|^2 \leq C\tau.$$  

(2.30)

**Proof.** Testing with $\theta^k - \theta^{k-1}$ in (2.8), the only thing we have to deal with is again $(III)$. Here, since $F$ is Lipschitz in $\beta(u)$, the constant $C_F$ is an upper bound also for $(\beta^{-1})'(\theta) f(\beta^{-1}(\theta))$, so

$$[(III)] = C\tau \sum_{k=1}^{p} \|\nabla \theta^k\| \|\sqrt{\sigma_{k-1}} (\theta^k - \theta^{k-1})\|$$

$$\leq \frac{1}{4} \sum_{k=1}^{p} \|\sqrt{\sigma_{k-1}} (\theta^k - \theta^{k-1})\|^2 + C\tau^2 \sum_{k=1}^{p} \|\nabla \theta^k\|^2.$$  

The desired estimate is a consequence of the discrete Gronwall lemma.

Besides we need the following lemma.

**Lemma 2.2.10** For $u \geq 0$, define

$$u^\varepsilon = \beta^{-1}(\beta(u) + \beta(\varepsilon)).$$

If $\beta$ satisfies (A1), then

$$0 < u^\varepsilon - u \leq \varepsilon + C_2(\varepsilon) \beta(\varepsilon),$$  

(2.31)

where $C_2(\varepsilon)$ is defined in (2.2).
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Proof. Because $\beta^{-1}$ as well as $\beta$ is increasing and $\varepsilon > 0$, we have

$$u = \beta^{-1}(\beta(u)) < \beta^{-1}(\beta(u) + \beta(\varepsilon)) \equiv u^\varepsilon.$$ 

On the other hand, it follows from Taylor’s theorem that

$$u^\varepsilon \equiv \beta^{-1}(\beta(u) + \beta(\varepsilon)) = \beta^{-1}(\beta(\max(u, \varepsilon))) + \beta(\min(u, \varepsilon))(\beta^{-1})'(\theta),$$

where $\theta$ is a convex combination of $\beta(u) + \beta(\varepsilon)$ and $\beta(\max(u, \varepsilon))$, which are both not less than $\beta(\varepsilon)$ due to $u \geq 0$. Thus, it is clear that

$$\beta^{-1}(\beta(\max(u, \varepsilon))) \leq u + \varepsilon, \quad \beta(\min(u, \varepsilon)) \leq \beta(\varepsilon) \quad \text{and} \quad (\beta^{-1})'(\theta) \leq C_2(\varepsilon)$$

and hence

$$u^\varepsilon \leq u + \varepsilon + C_2(\varepsilon)\beta(\varepsilon).$$

Remark 2.2.15 If $\beta$ satisfies

$$\varepsilon \cdot \inf \{\beta(x) : x \in [\varepsilon, M]\} \geq C\beta(\varepsilon),$$

which is true if $\beta(u) = u^m$ with $m \geq 1$, then the above inequality become

$$0 < u^\varepsilon - u \leq C\varepsilon.$$

Similarly, in case $\beta$ is super-linear - satisfying $\beta(u) + \beta(v) \leq \beta(u + v)$ for any $u$, $v$ - which holds true again for the typical case mentioned above, Lemma 2.2.10 becomes

$$0 < u^\varepsilon - u \leq \varepsilon.$$

Both cases will simplify the error estimates.

Error estimates for the implicit method

Now we turn to the estimates for the error in the semi-discrete case. To do so let us set for any function $f$ integrable in time and defined in $Q_T$

$$\bar{f}^k := \frac{1}{\tau} \int_{(k-1)\tau}^{k\tau} f(s, \cdot)ds,$$
if $k \geq 1$ and $f^0 := f(0, \cdot)$. We will make use of the following notations

$$ e^k_u := u^k - \beta^{-1}(\theta^k), \quad e^\varepsilon_u^k := u^\varepsilon - \beta^{-1}(\theta^k), \quad e^k_\theta := \beta(u^k) - \theta^k, \quad e^\varepsilon_\theta^k := \beta(u^\varepsilon) - \theta^k, $$

where $k \geq 0$. Using the Lemma 2.2.10, because of the maximum principle, we have for any $k \geq 0$

$$ e^k_u \leq e^\varepsilon_u^k \leq e^k_u + \varepsilon + C_2(\varepsilon)\beta(\varepsilon), \quad e^k_\theta \leq e^\varepsilon_\theta^k \leq e^k_\theta + \beta(\varepsilon). \quad (2.32) $$

Moreover, remembering the definition of $\theta^0$ in (2.1), Lemma 2.2.10 shows that initially these errors satisfy

$$ -\varepsilon + C_2(\varepsilon)\beta(\varepsilon) \leq e^0_u \leq 0 \leq e^0_\varepsilon \leq C_2(\varepsilon)\beta(\varepsilon), \quad -\beta(\varepsilon) \leq e^0_\theta \leq 0 \leq e^0_\varepsilon \leq \beta(\varepsilon). \quad (2.33) $$

Because of the definition of $u^\varepsilon$, for $k \geq 0$

$$ \nabla e^k_\theta = \nabla e^\varepsilon_\theta^k $$

holds true.

The analysis below combines the approach in [60] with the ones in [29] and [73]. We have not considered the possibility given by the non-degeneracy property of the solution (which was taken into account first in [64], [66] and then in several papers like [2] or [28]), since this kind of results are shown up to now only in some particular cases (see, e.g. [6] for the porous medium equation, [65] for Stefan problems, or [27]).

In the sequel $G : H^{-1}(\Omega) \to H^1_0(\Omega)$ denotes the Green operator defined by

$$ (\nabla G \psi, \nabla \varphi) = (\psi, \varphi), \quad (2.34) $$

for all $\varphi \in H^1_0(\Omega)$, where $\psi$ is taken in $H^{-1}(\Omega)$. In the right hand side $(\cdot, \cdot)$ stands for the duality pairing between $H^{-1}$ and $H^1_0$. Obviously, $G$ is linear. Due to the Poincaré-Friedrichs inequality, the following

$$ \| \psi \|_{-1} = \sup_{\varphi \in H^1_0, \varphi \neq 0} \frac{|(\psi, \varphi)|}{\|\nabla \varphi\|} $$

is a norm in $H^{-1}(\Omega)$ equivalent to the usual one. Recalling the definition of the operator $G$ we can easily obtain

$$ \| \nabla G \psi \|^2 = (\nabla G \psi, \nabla G \psi) = (\psi, G \psi) \leq \| \psi \|_{-1} \| \nabla G \psi \|, $$
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hence \( \| \nabla G \psi \| \leq \| \psi \|_{-1} \). The inequality in the inverse sense is a direct consequence of the same definitions. Moreover, if \( \psi \in L^2(\Omega) \), the inequality
\[
\| \psi \|_{-1} \leq C \| \psi \|
\]
is a direct consequence of the inequality mentioned above. Thus we have shown that
\[
\| \nabla G \psi \| = \| \psi \|_{-1}, \quad \| \psi \|_{-1} \leq C \| \psi \|
\]
(2.35)
(where the last inequality applies only if \( \psi \in L^2(\Omega) \)).

Now we can proceed with the error estimates for the implicit scheme. These are obtained in the following theorem.

**Theorem 2.2.11** Assume (A1), (A2) and (A3) and let \( u \) be the weak solution of Problem WP and \( \theta^k \) solves for each \( k > 0 \) Problem WMTI, then
\[
\sup_{k=1} \| e^{\psi,k} \|^2_{-1} + \int_0^T (\beta(u^e(t)) - \theta^k(t), u^e(t) - \beta^{-1}(\theta^k(t)))dt + \| \beta(u) - \theta^k \|^2_{L^2(Q)} \leq C \left\{ \tau + \varepsilon^2 + (C_2(\varepsilon)\beta(\varepsilon))^2 \right\},
\]
where \( \theta^k(t) = \theta^k \) for \( t \in (t_{k-1}, t_k) \) and \( k = \overline{1,n} \).

**Proof.** Let \( \chi[I] \) be the characteristic function of the time interval \( I \subset [0,T] \). Choosing \( \varphi \chi[t_{j-1},t_j] \) for an arbitrary \( \varphi \in H^1_0(\Omega) \) as a test function in (2.3) leads to the semi-discrete equations satisfied by the continuous solution
\[
(u(t_j) - u(t_{j-1}), \varphi) + \left( \int_{t_{j-1}}^{t_j} \beta(u(t))dt + \int_{t_{j-1}}^{t_j} F(u(t))dt, \nabla \varphi \right) = \left( \int_{t_{j-1}}^{t_j} r(u(t))dt, \varphi \right),
\]
(2.36)
for all \( \varphi \in H^1_0(\Omega) \) and \( j > 0 \). Subtracting (2.6) from (2.36), taking \( \varphi = Ge^e_u \in H^1_0 \) in the resulting difference and summing up for \( j = 1, k \) yields
\[
(I_1) + (I_2) := \sum_{j=1}^{k}(u(t_j) - u(t_{j-1}) - \beta^{-1}(\theta^j) + \beta^{-1}(\theta^{j-1}), Ge^e_u) + \tau \sum_{j=1}^{k}(\nabla e_{\theta}^{\psi,j}, \nabla Ge^e_u) = - \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} F(u(t)) - F(\beta^{-1}(\theta^j))dt, \nabla Ge^e_u \right) + \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} r(u(t)) - r(\beta^{-1}(\theta^j))dt, Ge^e_u \right) =: (I_3) + (I_4).
\]
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Now we have to estimate each of the terms in (2.37). First we consider \((I_1)\) and decompose it as follows.

\[
(I_1) = \sum_{j=1}^{k} (u(t_j) - \bar{u}^j - u(t_{j-1}) + \bar{u}^{j-1}, Ge_u^{\varepsilon_1,j}) + \sum_{j=1}^{k} (\bar{u}^j - \bar{u}^{j-1} - w^j, Ge_u^{\varepsilon_1,j}) + \sum_{j=1}^{k} (\varepsilon_u^{\varepsilon_1,j} - \varepsilon_u^{j-1}, Ge_u^{\varepsilon_1,j})
\]

\[
=: (I_{11}) + (I_{12}) + (I_{13}).
\]

Recalling the elementary identity in (2.20), since \(u(t_0) = \bar{u}^0\), \((I_{11})\) can be rewritten as

\[
(I_{11}) = (u(t_k) - \bar{u}^k, Ge_u^{\varepsilon_1,k}) - \sum_{j=1}^{k} (u(t_{j-1}) - \bar{u}^{j-1}, Ge_u^{\varepsilon_1,j} - Ge_u^{\varepsilon_1,j-1}) =: (I_{111}) + (I_{112}).
\]

Because \(\partial_t u \in L^2(0, T; H^{-1}(\Omega))\), using the inequality \(ab \leq \frac{a^2}{\delta} + \frac{\delta b^2}{4}\) with \(\delta > 0\) we have

\[
| (I_{111}) | \leq \frac{1}{\tau} \int_{t_{k-1}}^{t_k} \left| (u(t_k) - u(t), Ge_u^{\varepsilon_1,k}) \right| dt \leq \frac{1}{\tau} \int_{t_{k-1}}^{t_k} \left| \left( \partial_t u(s), Ge_u^{\varepsilon_1,k} \right) ds \right| dt
\]

\[
\leq \frac{1}{\tau} \int_{t_{k-1}}^{t_k} \left\| \partial_t u \right\|_1 \left\| \nabla Ge_u^{\varepsilon_1,k} \right\| ds dt \leq \tau \frac{1}{2} \left\| \partial_t u \right\|_{L^2(t_{k-1}, t_k; H^{-1}(\Omega))} \left\| Ge_u^{\varepsilon_1,k} \right\|_{-1} \quad (2.38)
\]

\[
\leq \tau \delta_{111} \left\| \partial_t u \right\|_{L^2(t_{k-1}, t_k; H^{-1}(\Omega))}^2 + \frac{1}{4\delta_{111}} \left\| Ge_u^{\varepsilon_1,k} \right\|_{-1}^2,
\]

with \(\delta_{111} > 0\) given below. The estimation of \((I_{112})\) goes on similarly

\[
| (I_{112}) | \leq \frac{1}{\tau} \sum_{j=2}^{k} \int_{t_{j-2}}^{t_{j-1}} \left| (u(t_{j-1}) - u(t), Ge_u^{\varepsilon_1,j} - Ge_u^{\varepsilon_1,j-1}) \right| dt
\]

\[
\leq \tau \frac{1}{2} \sum_{j=2}^{k} \left\| \partial_t u \right\|_{L^2(t_{j-2}, t_{j-1}; H^{-1}(\Omega))} \left\| Ge_u^{\varepsilon_1,j} - Ge_u^{\varepsilon_1,j-1} \right\|_{-1}
\]

\[
\leq \tau \delta_{112} \left\| \partial_t u \right\|_{L^2(t_{k-1}, t_k; H^{-1}(\Omega))}^2 + \frac{1}{4\delta_{112}} \sum_{j=2}^{k} \left\| Ge_u^{\varepsilon_1,j} - Ge_u^{\varepsilon_1,j-1} \right\|_{-1}^2, \quad (2.39)
\]

The bounds for \((I_{12})\) are obtained in the same manner.

\[
(I_{12}) = (\bar{u}^k - \bar{u}^k, Ge_u^{\varepsilon_1,k}) - (\bar{u}^0 - \bar{u}^0, Ge_u^{\varepsilon_1,0}) - \sum_{j=1}^{k} (\bar{u}^{j-1} - \bar{u}^{j-1}, Ge_u^{\varepsilon_1,j} - Ge_u^{\varepsilon_1,j})
\]

\[
=: (I_{121}) + (I_{122}) + (I_{123}).
\]
Employing the relations in (2.32), (2.33), Lemma 2.2.10 yields

\[
|I_{121}| \leq \|\bar{u}^k - \bar{u}^k\| \|G\varepsilon^\alpha u\| \leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon)) \|\varepsilon^\alpha u\|_1
\]

\[
\leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon))^2 \delta_{121} + \frac{1}{4\delta_{121}} \|\varepsilon^\alpha u\|_{-1},
\]

\[
|I_{122}| \leq \|\bar{u}^0 - \bar{u}^0\| \|G\varepsilon^\alpha u\| \leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon)) \|\varepsilon^\alpha u\|_{-1} \leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon))^2,
\]

\[
|I_{123}| \leq \sum_{j=1}^k \|\bar{u}^{j-1} - \bar{u}^{j-1}\| \|G\varepsilon^\alpha j - G\varepsilon^\alpha j-1\| \leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon))^2 \delta_{123} + \frac{1}{4\delta_{123}} \sum_{j=1}^k \|\varepsilon^\alpha j - \varepsilon^\alpha j-1\|_{-1}^2.
\]

(2.40)

Here we have used the boundedness of \(\Omega\) and \(C\) is a generic constant.

Using the identity in (2.18) and the properties of \(G\), the estimate of (I_13) is a simple matter.

\[
(I_{13}) = \sum_{j=1}^k (\nabla G\varepsilon^\alpha j - \nabla G\varepsilon^\alpha j-1, \nabla G\varepsilon^\alpha j)
\]

\[
= \frac{1}{2} \left( \|\varepsilon^\alpha u\|_{-1}^2 - \|\varepsilon^\alpha u\|_{-1}^2 + \sum_{j=1}^k \|\varepsilon^\alpha j - \varepsilon^\alpha j-1\|_{-1}^2 \right).
\]

(2.41)

Now we proceed with the second term in (2.37).

\[
(I_2) = \tau \sum_{j=1}^k (\varepsilon^\alpha \theta^j, \varepsilon^\alpha \theta^j)
\]

\[
= \sum_{j=1}^k (\int_{\mathcal{I}_{j-1}}^\mathcal{I}_j (\beta(u^\varepsilon(t)) - \theta^j)dt, \frac{1}{\tau} \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (u^\varepsilon(s) - \beta^{-1}(\theta^j))ds)
\]

\[
= \sum_{j=1}^k \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (\beta(u^\varepsilon(t)) - \theta^j, u^\varepsilon(t) - \beta^{-1}(\theta^j))dt
\]

\[
+ \sum_{j=1}^k \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (\beta(u^\varepsilon(t)) - \theta^j, \frac{1}{\tau} \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (u^\varepsilon(s) - u(s))ds dt
\]

\[
- \sum_{j=1}^k \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (\beta(u^\varepsilon(t)) - \theta^j, u^\varepsilon(t) - u(t))dt
\]

\[
+ \sum_{j=1}^k \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (\beta(u^\varepsilon(t)) - \theta^j, \frac{1}{\tau} \int_{\mathcal{I}_{j-1}}^{\mathcal{I}_j} (u(s) - u(t))ds dt
\]

\[
=: (I_{21}) + (I_{22}) + (I_{23}) + (I_{24}).
\]
For \((I_{21})\), recalling (2.2) we have

\[
(I_{21}) \geq \frac{1}{2} \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} \left( \beta(u^\varepsilon(t)) - \theta^j, u^\varepsilon(t) - \beta^{-1}(\theta^j) \right) dt + \frac{C_1}{2} \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} \| \beta(u^\varepsilon(t)) - \theta^j \|^2 dt. \tag{2.42}
\]

The estimates of \((I_{22})\) and \((I_{23})\) are identical and can be done as for \((I_{123})\).

\[
|\!(I_{22})\!|, |\!(I_{23})\!| \leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon)) \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} \| \beta(u^\varepsilon(t)) - \theta^j \| dt \\
\leq C(\varepsilon + C_2(\varepsilon)\beta(\varepsilon)) \tau^\frac{1}{2} \sum_{j=1}^{k} \left( \int_{\tau_{j-1}}^{t_j} \| \beta(u^\varepsilon(t)) - \theta^j \|^2 dt \right)^\frac{1}{2} \\
\leq \frac{C_1}{2\varepsilon} \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} \| \beta(u^\varepsilon(t)) - \theta^j \|^2 dt + \frac{C\delta_2}{2}(\varepsilon + C_2(\varepsilon)\beta(\varepsilon))^2. \tag{2.43}
\]

In order to obtain upper bounds for \((I_{34})\) we repeat the steps for \((I_{112})\). Remembering the apriori estimates in Theorem 2.2.6 it follows that \(\theta^j - \beta(\varepsilon) \in L^2(t_{j-1}, t_j; H^1_0(\Omega))\). Because \(\partial_t u \in L^2(0, T; H^{-1}(\Omega))\) and \(\beta(u) \in L^2(0, T; H^1_0(\Omega))\), we have

\[
|\!(I_{34})\!| \leq \frac{1}{\tau} \left| \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} \int_{\tau_{j-1}}^{t_j} \left( \beta(u^\varepsilon(t)) - \theta^j, \int_{\tau}^{t} \partial_r u(r) dr \right) ds dt \right| \\
\leq \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} \int_{\tau_{j-1}}^{t_j} \| \nabla(\beta(u^\varepsilon(t)) - \theta^j) \| \| \partial_r u(r) \|_{-1} dr dt \\
\leq \tau \sum_{j=1}^{k} \| \partial_r u \|_{L^2(t_{j-1}, t_j; H^{-1}(\Omega))} \| \nabla(\beta(u^\varepsilon(t)) - \theta^j) \|_{L^2(t_{j-1}, t_j; H^1_0(\Omega))} \\
\leq C\tau. \tag{2.44}
\]

Considering now the right hand side in (2.37), \((I_3)\) can be splitted into two terms.

\[
(I_3) = - \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} (F(u(t)) - F(u^\varepsilon(t)), \nabla G \varepsilon^{\varepsilon,j}) dt \\
- \sum_{j=1}^{k} \int_{\tau_{j-1}}^{t_j} (F(u^\varepsilon(t)) - F(\beta^{-1}(\theta^j)), \nabla G \varepsilon^{\varepsilon,j}) dt =: (I_{31}) + (I_{32}).
\]

For the first term, because of the assumption \((A_3)\) on \(F\), Lemma 2.2.10 can be used again.
in order to get

\[
|J_{31}| \leq \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \left\| F(u(t)) - F(u^\varepsilon(t)) \right\| \| \nabla G e^{\varepsilon,j} \| dt
\]

\[
\leq C \sum_{j=1}^{k} \| e^{\varepsilon,j} \|_{-1} \int_{t_{j-1}}^{t_j} (u(t) - u^\varepsilon(t), \beta(u(t)) - \beta(u^\varepsilon(t))) \frac{1}{2} dt
\]

\[
\leq C \tau \beta(\varepsilon) \left( \varepsilon + C_2(\varepsilon) \beta(\varepsilon) \right) + C \tau \delta_{31} \sum_{j=1}^{k} \| e^{\varepsilon,j} \|_{-1}^2.
\]

(2.45)

Analogous, for \((I_{32})\) we can obtain

\[
|J_{32}| \leq C \sum_{j=1}^{k} \| e^{\varepsilon,j} \|_{-1} \int_{t_{j-1}}^{t_j} (u^\varepsilon(t) - \beta^{-1}(\partial^j), \beta(u^\varepsilon(t)) - \partial^j) \frac{1}{2} dt
\]

\[
\leq C \tau \frac{1}{2} \sum_{j=1}^{k} \| e^{\varepsilon,j} \|_{-1} \left( \int_{t_{j-1}}^{t_j} (u^\varepsilon(t) - \beta^{-1}(\partial^j), \beta(u^\varepsilon(t)) - \partial^j) dt \right) \frac{1}{2}
\]

\[
\leq C \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (u^\varepsilon(t) - \beta^{-1}(\partial^j), \beta(u^\varepsilon(t)) - \partial^j) dt + C \tau \delta_{32} \sum_{j=1}^{k} \| e^{\varepsilon,j} \|_{-1}^2.
\]

(2.46)

Proceeding exactly in the same manner as before, the inequalities in (2.35) lead to the same estimates for \((I_4)\). Inserting all the inequalities in (2.38) - (2.46) in (2.37), recalling (2.33) and choosing the \(\delta's\) properly, we get

\[
\| e^{\varepsilon,k} \|_{-1}^2 + \sum_{j=1}^{k} \| e^{\varepsilon,j} - e^{\varepsilon,j-1} \|_{-1}^2
\]

\[
+ \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (\beta(u^\varepsilon(t)) - \partial^j, u^\varepsilon(t) - \beta^{-1}(\partial^j)) dt + C_1 \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \| \beta(u^\varepsilon(t)) - \partial^j \|^2 dt
\]

\[
\leq C \tau \| \partial u \|_{L^2(0,T;L^2(\Omega))} + C_1 \| \beta(u^\varepsilon - \beta^{-1}(\partial)) \| + C_2(\varepsilon) \| \beta(u^\varepsilon) - \beta^{-1}(\partial) \|_2^2.
\]

(2.47)

Since \(u \in H^1(0,T;H^{-1}(\Omega))\), applying the discrete Gronwall inequality yields

\[
\| e^{\varepsilon,k} \|_{-1}^2 + \int_{0}^{t_k} (\beta(u^\varepsilon) - \theta_\Delta, u^\varepsilon - \beta^{-1}(\theta_\Delta)) + \| \beta(u^\varepsilon) - \theta_\Delta \|_{L^2(0,T;L^2(\Omega))}^2
\]

\[
\leq C \left( \tau + (\varepsilon + C_2(\varepsilon)) \right)^2.
\]

(2.47)

for any \(k \geq 0\).

Finally, we notice that

\[
\| \beta(u^\varepsilon) - \partial^j \| = \| \beta(u) - \theta^j + \beta(\varepsilon) \|
\]

\[
\geq \| \beta(u) - \theta^j \| - \| \beta(\varepsilon) \| \geq ||\| \beta(u) - \theta^j \| - C \beta(\varepsilon) ||
\]
and therefore
\[ 2\|\beta(u^\varepsilon) - \theta^j\|^2 \geq \|\beta(u) - \theta^j\|^2 - C\beta^2(\varepsilon). \]

This, together with (2.47), gives the desired result.

**Remark 2.2.16** In the situation described in Remark 2.2.15, the errors in Theorem 2.2.11 are bounded by \( C(\tau + \varepsilon^2) \), with some positive constant \( C \).

**Remark 2.2.17** The above error estimates show that Scheme MTI behaves at least as good as the algorithms in [60], [73], [46], [4] or [28]. In fact, the schemes in [60], [73] or [4] are proved to have a convergence order \( \tau^{1/2} \), while the order \( \tau^{1/4} \) is demonstrated in [42], for the method proposed in [46]. For the nonlinear scheme in [28] the same error behaves asymptotically like \( \tau^{0.3} \). The possibility to obtain an optimal convergence rate will be discussed later.

**Remark 2.2.18** An alternative proof is given in [98]. This relies exclusively on the method proposed in [60] and can be applied only if the Problem P does not contain a convective term. Having now the result in Theorem 2.2.11, this procedure can be repeated in order to get error estimates involving \( H^1(\Omega) \) norms (see, e.g., [73]).

**Remark 2.2.19** The same result is obtained if the reaction term \( r \) is discretized explicitly. To see this, we notice that the last term in (2.37) becomes
\[
(I_4) = \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} r(t) \left( \beta^{-1}(\theta^{j-1}) - \beta^{-1}(\theta^j) \right) dt, G_{e_u}^{\varepsilon,j} \right)

= (I_4) + \tau \sum_{j=1}^{k} \left( r(\beta^{-1}(\theta^{j-1})) - r(\beta^{-1}(\theta^j)), G_{e_u}^{\varepsilon,j} \right).
\]

Now, the assumption on \( r \) in (A3) can be used to estimate the last sum
\[
|\tilde{I}_4| \leq |(I_4)| + C\tau \sum_{j=1}^{k} \|e_u^{\varepsilon,j}\|_{-1} (\beta^{-1}(\theta^j) - \beta^{-1}(\theta^{j-1}), \theta^j - \theta^{j-1})^{\frac{1}{2}}.
\]

Because of the apriori estimates in (2.22) (but in the form mentioned in Remark 2.2.13 for avoiding a \( \tau - \varepsilon \) dependence) we get
\[
|\tilde{I}_4| \leq |(I_4)| + C\tau + C\tau \sum_{j=1}^{k} \|e_u^{\varepsilon,j}\|_{-1}^2
\]
and the rest follows as before.
Remark 2.2.20 The error estimates for $u$ are obtained in the $H^1(0,T;H^{-1}(\Omega))$ norm. This can be improved if an inequality of the form
\[
(\beta^{-1}(\theta) - \beta^{-1}(\psi))(\theta - \psi) \geq C(\beta^{-1}(\theta) - \beta^{-1}(\psi))^p
\]
holds true for a positive constant $C$ and an exponent $p > 1$. Then, using the estimate for the scalar product in (2.47), an error estimate in the better $L^p(Q)$ norm can be obtained. For example, if $\beta(u) = u^m$, recalling (2.32), the estimate reads
\[
\|u - \beta^{-1}(\theta_\Delta)\|_{L^{m+1}_t(L^m(Q_\tau))}^m \leq C \left\{ \tau + \varepsilon^2 + (C_2(\varepsilon)\beta(\varepsilon))^2 \right\}
\]
(see, e.g. [73], [28]).

Error estimates with linearized convection

The next result applies to the simplified nonlinear scheme.

Theorem 2.2.12 In the setting of Theorem 2.2.11, the following estimates can be obtained for Scheme MTC
\[
\sup_{k=1,\ldots,n} \left\| \varepsilon_u^k \right\|_{L^2_\tau}^2 + \int_0^T (\beta(u^\varepsilon(t)) - \theta_\Delta(t), u^\varepsilon(t) - \beta^{-1}(\theta_\Delta(t)))dt + \|\beta(u) - \theta_\Delta\|_{L^2(Q)}^2 
\leq C \left\{ \tau C_2(\varepsilon)^2 + \varepsilon^2 + (C_2(\varepsilon)\beta(\varepsilon))^2 \right\}.
\]

Proof. The steps in proving Theorem 2.2.11 can be repeated here. First, the estimate in (2.44) becomes $C\tau C_2(\varepsilon)$ when $F$ is not Lipschitz in $\beta(u)$, but this does not affect the final result. The main difference appears when dealing with the convection part, where we get
\[
(I_3) = (I_{31}) + (I_{32}) + \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (F(\beta^{-1}(\theta^j-1)) - F(\beta^{-1}(\theta^j)), \nabla G\varepsilon_u^{\varepsilon,j})dt 
- \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} ((\beta^{-1})'(\theta^j-1)f(\beta^{-1}(\theta^j-1))\nabla (\theta^j-1) - \theta^j, G\varepsilon_u^{\varepsilon,j})dt,
\]
the last terms being denoted by $(I_{33})$ and $(I_{34})$. The estimates for $(I_{31})$ and $(I_{32})$ in the previous theorem are valid in this case too. As in Remark 2.2.19, $(I_{33})$ gives
\[
|I_{33}| \leq C\tau \sum_{j=1}^{k} \| \varepsilon_U^{\varepsilon,j} \|_{-1} \| \beta^{-1}(\theta^j) - \beta^{-1}(\theta^j-1), \theta^j - \theta^j-1 \|_{\frac{1}{2}} 
\leq C\tau \sum_{j=1}^{k} \| \beta^{-1}(\theta^j) - \beta^{-1}(\theta^j-1), \theta^j - \theta^j-1 \| + C\tau \sum_{j=1}^{k} \| \varepsilon_U^{\varepsilon,j} \|_{-1}.
\]
Recalling Remark 2.2.1, $(I_{34})$ can be bounded as follows
\[
|I_{34}| \leq C\tau \sqrt{C_2(\varepsilon)} \sum_{j=1}^{k} \| \nabla (\theta^j - \theta^j-1) \| \| G\varepsilon_u^{\varepsilon,j} \| 
\leq C\tau \sum_{j=1}^{k} \| \nabla G\varepsilon_u^{\varepsilon,j} \|^2 + C\tau C_2(\varepsilon) \sum_{j=1}^{k} \| \nabla (\theta^j - \theta^j-1) \|^2.
\]
Using the apriori estimates in Theorem 2.2.7, the rest of the proof is identical to the one for Theorem 2.2.11.
Remark 2.2.21 As before, there is no difference when \( r \) is discretized explicitly. In fact, the remarks for the implicit case can be done here.

Remark 2.2.22 In case \( F \) is Lipschitz continuous in \( \beta(u) \), the error estimates are identical to the ones for the implicit scheme. The factor \( C_2(\varepsilon)^3 \) multiplying the time step \( \tau \) appears only due to the behaviour of \( f \).

Error estimates for the linear scheme

Now we turn our attention to the linear scheme, for which the following estimates can be obtained.

**Theorem 2.2.13** In the setting of Theorem 2.2.11, assuming additionally the Lipschitz continuity of \( \beta \) and the convexity of \( \beta \), if \( \theta^k \) solves for each \( k > 0 \) Problem WMTL, then

\[
\sup_{k=1,n} \| \epsilon_u^k \|_{L^1}^2 + \int_0^T (\beta(u^\varepsilon(t)) - \theta_{\Delta}(t), u^\varepsilon(t) - \beta^{-1}(\theta_{\Delta}(t))) \, dt + \| \beta(u) - \theta_{\Delta} \|_{L^2(Q)}^2 \\
\leq C \left\{ \tau C_1(\varepsilon)^\frac{3}{2} + \varepsilon^2 + (C_2(\varepsilon)^3) \right\} ,
\]

where \( \theta_{\Delta} \) has been defined in Theorem 2.2.11.

**Proof.** The proof is similar to the ones above. Following the same steps, the relation in (2.37) becomes

\[
\sum_{j=1}^{k} (u(t_j) - u(t_{j-1}) - \sigma_{j-1}(\theta^j - \theta^{j-1}), Ge_u^{\varepsilon,j}) + \tau \sum_{j=1}^{k} (\nabla e_{\theta}^{\varepsilon,j}, \nabla Ge_u^{\varepsilon,j}) \\
= -\sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} F(u(t)) - F(\beta^{-1}(\theta^j)), \nabla Ge_u^{\varepsilon,j} \right) \\
- \tau \sum_{j=1}^{k} \left( F(\beta^{-1}(\theta^j)) - F(\beta^{-1}(\theta^{j-1})), \nabla Ge_u^{\varepsilon,j} \right) \\
+ \tau \sum_{j=1}^{k} \left( (\beta^{-1})'(\theta^{j-1}) f(\beta^{-1}(\theta^{j-1})) \nabla (\theta^j - \theta^{j-1}), Ge_u^{\varepsilon,j} \right) \\
+ \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} r(u(t)) - r(\beta^{-1}(\theta^j)) \, dt, Ge_u^{\varepsilon,j} \right).
\]

Subtracting and adding in the first sum \( \beta^{-1}(\theta^j) - \beta^{-1}(\theta^{j-1}) = \sigma(\theta^j, \theta^{j-1})(\theta^j - \theta^{j-1}) \) (\( \sigma(\theta^j, \theta^{j-1}) \) being defined in (2.15)) the only thing we have to deal with in the left hand
side is the following term

\[ T \equiv \sum_{j=1}^{k} (\beta^{-1}(\theta^j) - \beta^{-1}(\theta^{j-1}) - \sigma_{j-1}(\theta^j - \theta^{j-1}), Ge_u^{e,j}). \]

The Lipschitz continuity of \( \beta' \) yields

\[
|\sigma(\theta^j, \theta^{j-1}) - \sigma_{j-1}| \equiv \int_0^1 (\beta^{-1})'(s\theta^j + (1-s)\theta^{j-1}) - (\beta^{-1})'(\theta^{j-1})ds \\
\leq \beta C_2(\epsilon^j)(\theta^j - \theta^{j-1}).
\]

This, together with the stability result in Theorem 2.2.8 and the maximum principle (showing that \( \|Ge_u^{e,j}\| \leq C \)) gives

\[ |T| \leq C\tau C_2(\epsilon)^{\frac{1}{2}}. \]

Now everything follows as before. Recalling the apriori estimates in Theorem 2.2.8, for \((I_{33})\) in the previous proof we get

\[
|I_{33}| \leq C\tau \sum_{j=1}^{k} (\beta^{-1}(\theta^j) - \beta^{-1}(\theta^{j-1}), \theta^j - \theta^{j-1}) + C\tau \sum_{j=1}^{k} \|e_u^{e,j}\|_{1}^2 \\
\leq C\tau C_2(\epsilon) \sum_{j=1}^{k} \|\theta^j - \theta^{j-1}\|^2 + C\tau \sum_{j=1}^{k} \|e_u^{e,j}\|_{1}^2 \\
\leq C\tau C_2(\epsilon) \sum_{j=1}^{k} \|\sqrt{\sigma_{j-1}(\theta^j - \theta^{j-1})}\|^2 + C\tau \sum_{j=1}^{k} \|e_u^{e,j}\|_{1}^2 \\
\leq C\tau^2 C_2(\epsilon)^{\frac{1}{2}} + C\tau \sum_{j=1}^{k} \|e_u^{e,j}\|_{1}^2.
\]

Similarly, \((I_{34})\) yields

\[ |I_{34}| \leq C\tau C_2(\epsilon)^{\frac{1}{2}}, \]

thus the difference due to \((I_{34})\) will not affect the result and the error estimates are obtained as before.

**Remark 2.2.23** Like in Theorem 2.2.9, in case \( F \) is Lipschitz in \( \beta(u) \), Scheme MTL is stable without assuming the convexity of \( \beta \). The same steps give slightly improved error estimates

\[
\sup_{k=1}^{n} \|e_u^{e,k}\|_{1}^2 + \int_0^T (\beta(u^{\epsilon}(t)) - \theta_{\Delta}(t), u^{\epsilon}(t) - \beta^{-1}(\theta_{\Delta}(t)))dt + \|\beta(u^{\epsilon}) - \theta_{\Delta}\|_{L^2(Q)}^2 \\
\leq C \left\{ \tau C_2(\epsilon)^{2} + \epsilon^2 + (C_2(\epsilon)\beta(\epsilon))^2 \right\}.
\]

However, we cannot obtain a result similar to the implicit scheme.

**Remark 2.2.24** The linearized case has a reduced convergence order, depending on the properties of \( \beta' \) and the choice of \( \epsilon \). For example, if \( \beta(u) = u^m \), the errors behave like
\( \tau^{1/2m} \), which is quite bad when \( m \) goes to infinity. But practical computations show that the above estimates are quite pessimistic since in most of the cases the results obtained with this scheme were close to the ones generated by the nonlinear ones. The main advantage of Scheme MTL is due to its linearity, thus no iterations are needed, which compensates its theoretically worsen convergence properties.

**Optimal estimates**

In this part, Problem P is considered without convection and reaction

**Problem P':**

\[
\begin{align*}
\partial_t u - \Delta \beta(u) &= 0, & \text{in } Q_T \equiv (0, T) \times \Omega, \\
u(x, 0) &= u_0(x) \geq 0, & \text{in } \Omega, \\
u &= 0, & \text{on } \partial \Omega,
\end{align*}
\]

the assumptions on \( \beta \) and \( u_0 \) remaining the same.

One development of semigroup theory for the problem above proceeds by considering implicit Euler approximations and solving a sequence of degenerate elliptic problems to estimate the solution of the parabolic problem at discrete times. The Crandall-Liggett theorem in \([23]\) establishes the convergence of this procedure together with an order \( O(\tau^{1/2}) \). In spite of numerical evidence, it was long believed that this is the optimal rate of convergence of the backward Euler method for degenerate parabolic problems. Recently Rulla (in \([85]\)) has shown that in the special case of a semigroup generated by a sub-gradient in a Hilbert space, this order of convergence becomes \( O(\tau) \). This result was used in several papers (see, e.g., \([51]\), \([72]\), \([86]\)) in order to establish better convergence results for other algorithms based on first order time discretization schemes, or for fully discrete approximations.

Since \( \beta \) is maximal monotone, supposing its range is all of \( \mathbb{R} \), the operator \(-\Delta \beta(\cdot)\) is maximal monotone on \( H^{-1}(\Omega) \). In fact, it is the sub-gradient of

\[
\varphi(u) = \begin{cases} 
\int_\Omega j(u(x))dx, & \text{if } u, j(u) \in L^1(\Omega) \\
+\infty, & \text{otherwise},
\end{cases}
\]

where \( j \) is convex and lower semicontinuous such that \( \beta \) is its subdifferential - in our situation, its derivative - \([16]\), Theorem 17.

Recall now the Euler implicit discretization for Problem P',
Scheme EI:

\[
\begin{aligned}
  u^k - u^{k-1} &= \tau \Delta \beta(u^k), \\
  \beta(u^k)|_{\partial \Omega} &= 0
\end{aligned}
\]  

(2.50)

for \( k = 1, n \) with \( u_0 \) from (2.49). In this case, \( u^k \) approximates \( u(k \tau) \). Replacing \( u^k \) with \( \beta^{-1}(\theta^k) \), Scheme MTI is identical to the one above up to the initial and boundary data. In (2.1) these are subject to a small shift in order to get a regular parabolic problem, which is not the case for (2.49). The result in [85] establishing the optimal rate of convergence for the implicit scheme reads

\[85\]

**Theorem 2.2.14** Let \( \{u^k, k = \overline{0, n}\} \) be the solutions of the implicit scheme EI and \( u_\tau \), respectively \( \theta_\tau \), the piecewise constant functions interpolating \( \{u^k, k = \overline{1, n}\} \) and \( \{\beta(u^k), k = \overline{1, n}\} \). Then, for any \( k \geq 0 \),

\[
\sup_{k=1}^{n} \|u(t_k) - u^k\|_{L^2}^2 + \int_0^T (u(t) - u_\tau(t), \beta(u(t)) - \theta_\tau(t)) dt \\
+ \tau \|\beta(u) - \theta_\tau\|_{L^2(0,T; H^1(\Omega))}^2 \leq C \tau^2,
\]

where \( C \) depends on the \( H^1 \) norm of \( \beta(u_0) \).

It is worth here to notice that the second term in the above inequality is positive due to the monotonicity of \( \beta \). Now, if \( u_0 \) is a positive \( L^\infty(\Omega) \) function, a semi-discrete maximum principle can be obtained easily, thus \( u^k \) stays above \( 0 \) for any \( k > 1 \). Based on the previous estimates, we can get similar results for Scheme MTI.

**Theorem 2.2.15** In the setting of Theorem 2.2.11, if \( \theta^k \) solves for each \( k > 0 \) Problem WMTI without convection or reaction, then

\[
\|\beta(u) - \theta\Delta\|_{L^2(Q)}^2 + \tau \|\beta(u) - \theta\Delta\|_{L^2(0,T; H^1(\Omega))}^2 \leq C \left\{ \tau^2 + \varepsilon^2 + (C_2(\varepsilon)\beta(\varepsilon))^2 \right\}.
\]

**Proof.** First, Scheme EI is written in a weak form

\[
(u^j - u^{j-1}, \varphi) + \tau (\nabla \beta(u^j), \nabla \varphi) = 0
\]

(for all \( \varphi \in H^1_0(\Omega) \), with \( j = \overline{1, n} \)). We want to compare the approximations yielded by the two implicit schemes, EI and MTI. Subtracting (2.6) from the above equality, summing
up for \( j = 1, k \), taking \( \varphi = \beta(u^{\varepsilon,k}) - \theta^k \equiv \beta(u^k) + \beta(\varepsilon) - \theta^k \in H_0^1 \) in the resulting difference and summing up again for \( k = 1, n \) gives

\[
(I_1) + (I_2) := \sum_{k=1}^{n} (u^k - \beta^{-1}(\theta^k), \beta(u^{\varepsilon,k}) - \theta^k) + \tau \sum_{k=1}^{n} \sum_{j=1}^{k} (\nabla (\beta(u^{\varepsilon,j}) - \theta^j), \nabla (\beta(u^{\varepsilon,k}) - \theta^k)) \tag{2.51}
\]

\[
= \sum_{k=1}^{n} (u^0 - \beta^{-1}(\theta^0), \beta(u^{\varepsilon,k}) - \theta^k) =: (I_3).
\]

We have to estimate each of the terms above. First, \((I_1)\) can be decomposed in

\[
(I_1) = \sum_{k=1}^{n} (u^{\varepsilon,k} - \beta^{-1}(\theta^k), \beta(u^{\varepsilon,k}) - \theta^k) + \sum_{k=1}^{n} (u^k - u^{\varepsilon,k}, \beta(u^{\varepsilon,k}) - \theta^k) =: (I_{11}) + (I_{12}).
\]

Recalling the relation in (2.2), \((I_{11})\) gives

\[
(I_{11}) \geq C_1 \sum_{k=1}^{n} \| \beta(u^{\varepsilon,k}) - \theta^k \|^2 \geq \frac{C_1}{2} \sum_{k=1}^{n} \| \beta(u^k) - \theta^k \|^2 - \frac{C}{\tau} \beta(\varepsilon)^2, \tag{2.52}
\]

where the argument ending the proof for Theorem 2.2.11 has been applied here too.

As a consequence of Lemma 2.2.10 and of the maximum principle for the solution of the implicit scheme, \((I_{11})\) can be bounded as follows

\[
\| (I_{12}) \| \leq C(\varepsilon + C_2(\varepsilon) \beta(\varepsilon)) \sum_{k=1}^{n} \| \beta(u^{\varepsilon,k}) - \theta^k \| \tag{2.53}
\]

\[
\leq \frac{C}{\tau} (\varepsilon + C_2(\varepsilon) \beta(\varepsilon))^2 + \frac{C_1}{8} \sum_{k=1}^{n} \| \beta(u^k) - \theta^k \|^2.
\]

For \((I_2)\) we make use of the identity in (2.19) in order to obtain

\[
(I_2) = \frac{\tau}{2} \sum_{k=1}^{n} \| \nabla (\beta(u^{\varepsilon,k}) - \theta^k) \|^2 + \frac{\tau}{2} \| \nabla \sum_{k=1}^{n} (\beta(u^{\varepsilon,k}) - \theta^k) \|^2. \tag{2.54}
\]

Now, because of (2.33), \((I_3)\) can be bounded as \((I_{12})\). Inserting all the inequalities in (2.52) - (2.54) in (2.51) and multiplying everything with \( \tau \) we arrive at

\[
\frac{C_1}{4} \sum_{k=1}^{n} \tau \| \beta(u^k) - \theta^k \|^2 + \frac{\tau^2}{2} \sum_{k=1}^{n} \| \nabla (\beta(u^{\varepsilon,k}) - \theta^k) \|^2 \leq C(\varepsilon + C_2(\varepsilon) \beta(\varepsilon))^2. \tag{2.55}
\]

The remaining part of proof can be completed using the above relation, Theorem 2.2.14 and a property of norms \( \| a + b \| \leq \| a \| + \| b \| \).
Remark 2.2.25 This result shows that if the implicit Euler discretization has a linear order of convergence, the same holds also for Scheme MTI.

Remark 2.2.26 The error estimates for the linear scheme MTL can be improved in a similar manner. In fact, in the results stated in Theorem 2.2.13, the time step $\tau$ appears with the exponent 2.

Remark 2.2.27 Even though the above estimates can be extended to other cases (for example, monotone perturbations of a subgradient, [85]), they cannot cover the whole range of problems considered in this chapter. Therefore we have maintained the analysis in the previous sections and complete it here with the optimal results, which are a simple consequence of the striking result of Rulla.

2.3 Full discretization

Up to now we have been concerned exclusively on the time discretization, which generates at each time step an elliptic problem. In order to get approximate solutions for Problem P, we have to proceed with the spatial discretization, leading to an algebraic system.

There are several possibilities to approximate the resulting elliptic problems WMTI, WMTC or WMTL. The simplest way consists in applying a finite difference discretization also to the spatial derivatives, as done (for example) in [97] - where an explicit method was used in connection with the theory of semigroups, or in older papers like [61]. Generally, it is not so easy to apply this approach in case $\Omega$ is a complicated domain, or to non-Dirichlet boundary conditions. A natural extension of the finite differences are the finite volumes ([3]). In its strict sense, this method was considered for degenerate parabolic equations in [35], leading to convergence proofs based on compactness arguments which exclude any estimates for the error.

Another spatial discretization consists in the finite elements. For theoretical aspects regarding this method we refer to [19] or [20]. This technique - in its different variants - is widely used today because of the advantages resulting from the variational formulation of the discrete problems and its applicability to arbitrary domains (in relation with unstructured and adaptively refined meshes). The classical piecewise linear (and continuous) Galerkin finite element method was analysed in [84] and [50]. Combined with the optimality results in [85], this analysis was extended in [86]. A Raviart-Thomas mixed finite element method ([81]) is considered in [4].
The standard finite element approach creates several problems. First, it requires a severe restriction on the discretization parameters in order to get stable solutions w.r.t. maximum norm. This stands out especially in our situation, where the zero order terms resulting from the time discretization are multiplied with factors which become extremely large in the degeneracy region. Next, the evaluation of the integrals corresponding to the lowest order terms creates additional difficulties. This is why the lumped mass version of the finite element method ([44], [92]) was adopted in many papers dealing with such types of problems (see, e.g., [8], [22], [29], [43], [71], [68], [69], [73], [74], [89]). This allows an important gain in stability, provided the convection terms are discretized in an appropriate way.

Our approach relies on the box method ([40]), which is a combination between the lumped mass finite elements and the finite volumes. Concretely, the solution is obtained in the space of piecewise linear continuous functions, while the dual space consists on the piecewise constant ones, but on a dual mesh (the boxes). In case the convection is not present, an equivalence between the box scheme and the lumped mass finite element approach can be proven in particular cases ([40], [15]). Unfortunately we were not able to obtain a convergence proof for Problem P with convection. Moreover, since a box method has been applied, the complete discretization applies to convective terms in a divergence form, which is not the case for the schemes MTC and MTL. Even the analysis can be carried out in a similar manner for the schemes in the divergence form, we have not considered this situation because we could not prove a maximum principle under reasonable assumptions. With the upwind procedure proposed below, this property holds at the fully discrete level.

2.3.1 Assumptions on the triangularization

We consider $S_h$ a decomposition of $\Omega \subset \mathbb{R}^d$ into closed $d$-simplices; $h$ stands for the mesh-size (the diameter of the largest triangle in $S_h$). $N_h$ represents the number of vertices. This decomposition is always assumed regular, meaning that the ratio of the diameter of $T \in S_h$ to the diameter of the largest sphere inscribed in $T$ is bounded independently on $h$. Moreover, $\overline{\Omega} = \cup_{T \in S_h} T$, hence $\Omega$ is polygonal. Therefore the effect of the approximation of a non-polygonal domain by a finite element decomposition is neglected, allowing us to avoid an excess of technicalities (a complete analysis in this sense can be found, e.g. in [29] or [73]). In what follows $V_h$ denotes the piecewise linear finite element space defined for
$S_h$, so $V_h = \{ \varphi \in C(\overline{\Omega}) : \varphi|_T \text{ is linear for all } T \in S_h \}$. If a Dirichlet boundary condition is imposed, the elements satisfying it are contained in $V_h(g) = \{ \varphi \in V_h : \varphi|_{\partial \Omega} = g|_{\partial \Omega} \}$. The corresponding discrete semi-inner product is defined by

$$
(\chi, \varphi)_h \equiv \sum_{T \in S_h} \int_T I_h(\chi \varphi) \, dx = \sum_{T \in S_h} \frac{\text{meas}(T)}{d+1} \sum_{k=0}^d \chi(A_k^T) \varphi(A_k^T),
$$

(2.1)

where the last equality holds if $\chi$ and $\varphi$ are piecewise linear continuous functions. $I_h$ stands for the local linear interpolation operator and $A_k^T$, $k = 0, d$ are the vertices of the element $T$. Restricted to $V_h$, $(\cdot, \cdot)_h$ is an inner product equivalent to $(\cdot, \cdot)$ satisfying ([80])

$$
\|\chi\|^2 \leq (\chi, \chi)_h \equiv \|\chi\|_h^2 \leq C\|\chi\|^2
$$

(2.2)

for any $\chi \in V_h$, where $\| \cdot \|$ is the usual $L^2$ norm in $\Omega$ and $C$ does not depend on $h$. Following [22], the effect of numerical integration is measured by

$$
|(\chi, \psi) - (\chi, \psi)_h| \leq C h^{1+s} \|\chi\|_s \|\psi\|_s
$$

(2.3)

for any $\chi, \psi \in V_h$ and $0 \leq s \leq 1$ ($\| \cdot \|_s$ stands for the norm in $H^s$).

In what follows we make use of the $L^2$ projection operator $\Pi_h$ onto $V_h$, which, for any $\theta \in L^2(\Omega)$, is defined by

$$
(\Pi_h \theta, \psi)_h = (\theta, \psi)
$$

(2.4)

for all $\psi$ in $V_h$. Starting from the definition of the norm in $H^{-1}$, using the estimates in (2.3), since $\|\Pi_h \theta\| \leq C \|\theta\|$, it is easy to show that $\Pi_h$ satisfies

$$
\|\theta - \Pi_h \theta\|_{-s} \leq C h^{r+s} \|\theta\|_r,
$$

(2.5)

where $0 \leq r, s \leq 1$.

In our approach the maximum principle plays a crucial role. Hence the (weak) acuteness of $S_h$ is assumed. In its stronger sense, this property means that the projection of the vertices of any $d$-simplex onto the hyperplane containing the opposite face lies in the closure of this face. This preserves the maximum principle for the Laplacian ([21]), since the following holds

$$
\int_{\Omega} \nabla \varphi_i \cdot \nabla \varphi_j \leq 0, \quad \int_{\Omega} \nabla \varphi_i \cdot \nabla \varphi_i > 0,
$$

where $\{\varphi_i, i = \frac{1}{N_h}\}$ is the corresponding basis for $V_h$ and $i \neq j$. In this case, the stiffness matrix for the Laplacian is an $M$-matrix ([93]).
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In fact, if $S_h$ is acute, the contribution of each element to the global stiffness matrix has nonnegative diagonal entries and non-positive off diagonal ones. This is not a necessary condition but certainly a sufficient one. In two dimensions, acuteness can be relaxed to a weaker one, namely the sum of the opposite angles with respect to the common side of any pair of triangles does not exceed $\pi$ (see, e.g., [91]). The major disadvantage with this assumption appears in connection with an adaptive mesh refinement. In general, local refinements are not allowed at least theoretically. If the weaker acuteness is accepted, an unstructured mesh following the free boundaries can be generated ([68], [69]), or, if the triangularization consists only of right triangles, the bisection method can be applied for a local refinement. Here we consider the (weakly) acute case and the mesh is quasi-uniform.

In the analysis of the semi-discrete approximation the Green operator $G$ defined in (2.34) is used. For convenience, we assume $G$ is regular ([19], p. 138), namely for any $\psi \in L^2(\Omega)$ we have $G\psi \in H^2(\Omega)$ and $\|G\psi\|_2 \leq C\|\psi\|_0$. This property holds, for instance, whenever mixed boundary conditions are avoided. Analogous, the corresponding discrete operator $G_h : H^{-1} \to V_h(0)$ (the finite element approximation to $G$) is defined by

$$ (\nabla G_h \psi, \nabla \varphi) = (\psi, \varphi), $$

(2.6)

for all $\varphi \in V_h(0) \subset H^1_0(\Omega)$, where $\psi$ is taken in $H^{-1}(\Omega)$. Since $G$ and $S_h$ are regular, standard error analysis for finite element approximations of elliptic equations give the following property

$$ \| (G - G_h) \psi \|_s \leq Ch^{2-s-r} \|\psi\|_{-r}, $$

(2.7)

with $0 \leq s, r \leq 1$.

$G_h$ generates on $V_h(0)$ an inner product and a norm related to the one in $H^{-1}$

$$ (\psi, \varphi)_{-1,h} = (G_h \psi, \varphi) \quad \text{and} \quad \|\psi\|_{-1,h}^2 = (G_h \psi, \psi). $$

(2.8)

Similar to the continuous case, if $\psi \in V_h(0)$ we have

$$ \|\nabla G_h \psi\| = \|\psi\|_{-1,h}^2, \quad \|\psi\|_{-1,h} \leq C\|\psi\|. $$

(2.9)

Using the approximation error in (2.7) it is easy to get the following

$$ \|\psi\|_{-1}^2 \leq \|\psi\|_{-1,h}^2 + Ch^2\|\psi\| \quad \text{and} \quad \|\psi\|_{-1,h}^2 \leq \|\psi\|_{-1}^2 + Ch^2\|\psi\|. $$

(2.10)

For the sake of simplicity we consider the dual mesh given by the Donald diagram, which is based on the barycentres of the simplices building the initial triangularization.
Figure 2.1: Dual box centered in $P$.

The nodal basis for $B_h$ - the piecewise constant test function space - consists of the functions $\{\phi_i, i = 1, N_h\}$ which are equal to 1 inside the box around the node $i$ and 0 outside of it. Figure 2.1 presents the two dimensional dual box $B_P$ centered in the vertex $P$, its boundary being denoted by $\partial B_P$. We do not give here the definition of the fully discrete counterparts to the schemes MTI, MTC or MTL since, as mentioned above, the spatial discretization uses a divergence form of the equations. Moreover, the error estimates are obtained only in the absence of $F$. This lack in the analysis is due to the upwinding of the convection term, which does not allow us to write the fully discrete equations in a variational form.

2.3.2 The fully discrete problems

As seen before, the time discretization leads to a sequence of elliptic problems. The solutions are sought in an infinite dimensional Sobolev space. Here we consider the problems resulting after performing the spatial discretization. This makes the dimension of each problem finite, hence the solution can be represented as a finite array (containing the nodal values of the approximation) and the elliptic problems are transformed in finite systems. But these systems have to maintain the main features of the semi-discrete problems, like existence, uniqueness and - in our case - the maximum principle (which is synonym below with the stability in the maximum norm). Since this plays a crucial role here, we describe first an upwind method for the convection terms. Afterwards the convergence of the fully discrete counterpart of Iteration IJK without convection is analysed.

An upwind method

In the setting above, an appropriate discretization of the convection term is requested in order to obtain a stable scheme. If $\{\varphi_i, i = 1, N_h\}$ is the nodal basis for the piecewise linear finite element space $V_h$ and $\{\phi_i, i = 1, N_h\}$ the one for $B_h$ - the dual piecewise constant finite volumes, the lumped mass box method for the implicit scheme is obtained by integrating in (2.1) over an arbitrary box $B_P$, where $P$ is an interior vertex - since we deal here with Dirichlet boundary conditions - ([40]). This can be seen as a weak form of the problem, but the test functions are the elements of $B_h$. Recalling (2.1) and the
definition of the nodal basis of $B_h$, if $i_P$ stands for the index of the vertex $P$, the first term (where no derivatives are involved) yields

$$
\int_{B_P} I_h((\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}))\phi_{i_P}) dx = meas(B_P)(\beta^{-1}(\theta^k(P)) - \beta^{-1}(\theta^{k-1}(P))) = (\beta^{-1}(\theta^k(P)) - \beta^{-1}(\theta^{k-1}(P))) \sum_{T \in T_P} \frac{meas(T)}{d + 1},
$$

(2.11)

where $T_P$ contains the simplices in $S_h$ having $P$ as a vertex. The reaction term gives analogously

$$
\tau \int_{B_P} I_h(r(\beta^{-1}(\theta^k))\phi_{i_P}) dx = r(\beta^{-1}(\theta^k(P)))\tau \sum_{T \in T_P} \frac{meas(T)}{d + 1}.
$$

(2.12)

Next, for the second order term we make use of Greens’s identity

$$
\int_{B_P} \phi \Delta \varphi dx = -\int_{B_P} \nabla \phi \cdot \nabla \varphi dx + \int_{\partial B_P} \phi \partial_n \varphi d\omega,
$$

where $n$ is the outward normal for the box $B_P$, defined edgewise and $\partial_n \varphi$ the normal derivative of $\varphi$. Applied to the second order term in (2.1) it leads to

$$
-\tau \int_{B_P} \Delta \theta^k \phi_{i_P} dx = -\int_{\partial B_P} \partial_n \theta^k d\omega,
$$

(2.13)

the first integral in the previous formula being 0 because $\phi_{i_P}$ is constant on $B_P$.

The remaining part is the convection term, for which we get

$$
-\tau \int_{B_P} \nabla F(\beta^{-1}(\theta^k)) \phi_{i_P} dx = -\tau \int_{\partial B_P} (n \cdot F(\beta^{-1}(\theta^k))) d\omega.
$$

This is rewritten in a form more convenient for a linearization procedure. First, $F(\beta^{-1}(\theta^k))$ is identical to $\frac{F(\beta^{-1}(\theta^k))}{\theta^k} \theta^k$. Next, for any simplex $T$, the ratio above is replaced by its mean value in $T$

$$
\bar{\varphi}^k_T := \frac{1}{meas(T)} \int_T \frac{F(\beta^{-1}(\theta^k))}{\theta^k} dx.
$$

In practical computations a quadrature formula on $T$ substitutes the integral. Denoting by $\bar{\varphi}^k$ the piecewise constant function taking on each simplex $T$ the value $\bar{\varphi}^k_T$ yields

$$
-\tau \int_{B_P} \nabla F(\beta^{-1}(\theta^k)) \phi_{i_P} dx \approx -\tau \int_{\partial B_P} (n \cdot \bar{\varphi}^k) \theta^k d\omega.
$$

(2.14)
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Here we have to make a brief comment. The degeneracy appears in $0$. Since $\beta(0) = 0$, some problems may appear in the previous step. This situation is avoided because of the shift of the data and of the maximum principle.

Up to now we have projected the equation in (2.1) onto $B_h$. In order to obtain a complete discretization, a finite dimensional approximation of the solution $\theta^k$ has to be found. This is denoted by $\theta^k_h$ and is sought in $V_h(\beta(\varepsilon))$. Therefore $\theta^k_h$ can be decomposed w.r.t. the nodal basis $\{\varphi_j; j = 1, N_h\}$ as follows

$$\theta^k_h = \sum_{j=1}^{N_h} \Theta^k_j \varphi_j \equiv \Theta^k \cdot \Phi,$$

where $\Theta^k$ and $\Phi$ are $N_h$-dimensional vectors. The elements of $\Theta^k$ are the nodal values of $\theta^k_h$ (so $\theta^k_h(A_j) = \Theta^k_j$), while $\Phi$ contains the elements of the nodal basis of $V_h$.

Since the boundary value problem $P$ is of Dirichlet type, some of the elements of $\Theta^k$ are already known (those corresponding to the vertices lying on the boundary of the domain $\Omega$), while the others are the unknowns. Testing with the piecewise constant functions centered in the interior vertices a (nonlinear) system of equations is obtained. The steps described up to now (especially the one in (2.14)) make sense only in connection with the maximum principle. Therefore this property should be maintained also at the fully discrete level.

Now the we can proceed with the discrete counterparts of the relations in (2.11) - (2.14). Testing with $\phi_i$, the first ones become

$$\int_{B_i} I_h(\phi_i (\beta^{-1}(\theta^k_h) - \beta^{-1}(\theta^k_{h-1}))) dx = \text{meas}(B_i)(\beta^{-1}(\Theta^k) - \beta^{-1}(\Theta^k_{i-1})), $$

$$\tau \int_{B_i} I_h(\phi_i \nabla (\beta^{-1}(\theta^k_h))) dx = \tau \text{meas}(B_i) \nabla (\beta^{-1}(\Theta^k)), $$

where $B_i$ is the control volume centered in the vertex $A_i$. In both cases the contribution to the global stiffness matrix is diagonal and identical to the one obtained when applying the lumped mass finite element method. Its entries are $M_{ij} = \delta_{ij} \text{meas}(B_i)$, $\delta_{ij}$ standing for Kronecker’s symbol.

The diffusion term gets

$$-\tau \int_{B_i} \Delta \theta^k_h \phi_i dx = -\tau \int_{\partial B_i} \partial_n \theta^k_h d\omega = -\sum_{j=1}^{N_h} \tau \int_{\partial B_i} \partial_n \varphi_j d\omega \cdot \Theta^k_j.$$
dimensions this statement was proven in [40], while the general case is considered in [15]. Therefore, the second order term adds an $M$-matrix to the stiffness matrix, namely

$$D_{ij} = -\tau \int_{\partial B_i} \partial_n \varphi_j d\omega = \tau (\nabla \varphi_i, \nabla \varphi_j).$$

Finally we have to consider the convection term. Doing as before gives

$$-\tau \int_{B_k} \nabla F(\beta^{-1} (\theta^k)) \phi d\omega \approx -\tau \int_{\partial B_k} (n \cdot \nabla \phi) \theta^k d\omega = - \sum_{j=1}^{N_h} \tau \int_{\partial B_k} (n \cdot \nabla \phi) \varphi_j d\omega \Theta_j^k,$$

but $\theta^k$ replaces $\theta^k$ when computing $\nabla \phi$. This can be seen as an approximation of the flux of $\theta^k$ over the boundary of the control volume $B_i$. The convective term contributes to the stiffness matrix with the entries $C_{ij} = -\tau \int_{\partial B_i} (n \cdot \nabla \phi) \varphi_j d\omega$. Generally, nothing can be said about the sign of these values. Since a stable discretization is desired, we have to continue with an upwinding procedure. To do so we notice that a given simplex $T \in S_h$ intersecting $B_i$ contains $d$ (linear) portions of the box boundaries, denoted by $\partial B_i^T$ ($l = 1, \ldots, d$). By renaming the vertices of $T$ we can say that $\partial B_i^T$ separates the vertex $A_i^T$ from the vertex $A_i^T$. Because we work here with $d$-simplices, for any vertex $A$ of $T$ an index $l$ can be found such that $A = A_i^T$. Thus we get

$$-\tau \int_{\partial B_i} (n \cdot \nabla \phi) \varphi_j d\omega = -\tau \sum_{T \in S_h} \sum_{T \cap B_i \neq \emptyset} d \int_{\partial B_i^T} (n_{i,l}^T \cdot \nabla \phi) \varphi_j d\omega,$$

with $n_{i,l}^T$ being the outer normal to $\partial B_i^T$ (pointing from $A_0^T$ to $A_i^T$). Therefore the following holds

$$C_{ij} = \sum_{T \in S_h} \sum_{T \cap B_i \neq \emptyset} C_{ij}^T = \sum_{T \in S_h} \sum_{T \cap B_i \neq \emptyset} \sum_{l=1}^{d} \Phi_{i,l}^T,$$

where $\Phi_{i,l}^T$ is given by $\Phi_{i,l}^T := -\tau \int_{\partial B_i^T} (n_{i,l}^T \cdot \nabla \phi) \varphi_j d\omega$. This means that the values of $\theta^k$ in $\widetilde{A}_0$ and $\widetilde{A}_1$ have the same weight in the approximation of the flux over $\partial B_i^T$, which contradicts the physical point of view requesting that the flux should be approximated essentially on the basis of the vertices lying against sense of the flow. Therefore in what follows an upwinding procedure is considered. This is slightly different from the usual approach in the box method ([15], [9]) and is inspired by the upwinding methods for finite differences.

For getting a stable discretization we have to consider the sign of the term $-\tau (n_{i,l}^T \cdot \nabla \phi)$ (denoted by $\gamma^T_{i,l}$), which is constant inside $T$. In case this is negative, the flow over $\partial B_i^T$ is inside the box $B_i$, while in the opposite situation the flow over $\partial B_i^T$ is outside $B_i$. Since $\partial B_i^T$ lies between $A_i \equiv A_0^T$ and $A_i^T$ (vertex indexed in the initial numbering by $i$, so
\( A_i \equiv A_i^T \), it is natural to assume that the flow over \( \partial B_{i,l}^r \) outside \( B_i \) is inside \( B_i \). As a consequence, in building the upwind discretization matrix \( \Phi_{i,l}^{T,j} \leq 0 \) is added to the entry corresponding to the ansatz-function \( \varphi_j \) when testing with \( \varphi_i \)

\[
U_{i,j}^{\text{new}} = U_{i,l}^{\text{old}} + \Phi_{i,l}^{T,j}.
\]

If \( \gamma_T^l \) is positive, \( \Phi_{i,l}^{T,j} \geq 0 \) contributes to the diagonal entry regarding \( \phi_i \). In fact, in this situation we have

\[
U_{i,i}^{\text{new}} = U_{i,l}^{\text{old}} + \sum_{j, \text{ supp}(\varphi_j) \cap T \neq \emptyset} \Phi_{i,l}^{T,j},
\]

since the sign of \( \Phi_{i,l}^{T,j} \) is the same for all \( j \). Here the following remark is necessary. If \( \gamma_T^l \) is negative, when testing with \( \varphi_{i,u} \) the same flux over \( \partial B_{i,p}^r \) - \( p \) being now the index of \( A_i \) when the numbering inside \( T \) starts at \( A_i \) - has the opposite sign because of the change in the orientation of the normal vector. As a consequence, \( \Phi_{i,p}^{T,j} = -\Phi_{i,l}^{T,j} \geq 0 \) is added to \( U_{i,i} \) for all \( j \), thus

\[
U_{i,i}^{\text{new}} = U_{i,l}^{\text{old}} + \sum_{j, \text{ supp}(\varphi_j) \cap T \neq \emptyset} \Phi_{i,l}^{T,j} = U_{i,i}^{\text{old}} - \sum_{j, \text{ supp}(\varphi_j) \cap T \neq \emptyset} \Phi_{i,l}^{T,j}.
\]

In this way, the contribution of \( \varphi_i \) to the upwind discretization matrix is lost since the term \( \Phi_{i,l}^{T,j} \) is once added to \( U_{u,p,u} \) and afterwards subtracted from the same element, with \( u = i \) in case \( \gamma_T^l \) is negative or \( u = i \) otherwise. To avoid this we make a further modification. If \( \gamma_T^l < 0 \) (hence the flow over \( \partial B_{i,l}^r \) is inside \( B_i \), \( \Phi_{i,l}^{T,j} \leq 0 \) adds to \( U_{i,i} \), otherwise to \( U_{u,u} \). In fact, if \( \Phi_{i,l}^{T,j} \leq 0 \) is added to \( U_{i,i} \), the opposite will be added to \( U_{u,u} \) because of the change of sign of the flux corresponding to the neighbouring box \( B_i \). This means that if \( \varphi_i \) contributes to the flow over \( \partial B_{i,l}^r \) outside \( B_i \), the effect is inside \( B_i \) and reciprocally.

Now a more precise formula for the local upwind matrix (denoted by \( U_T \)) can be given

\[
U_{i,j}^T = \begin{cases} 
- \sum_{k, \text{ supp}(\varphi_k) \cap T \neq \emptyset} \sum_{l=1}^d \min \{ \Phi_{i,l}^{T,k,l}, 0 \}, & \text{if } i = j \\
\min \{ \Phi_{i,j}^{T,i,l}, 0 \} + \sum_{l=1}^d \min \{ \Phi_{i,l}^{T,j,l}, 0 \}, & \text{if } i \neq j
\end{cases},
\]  

(2.16)

where \( l_j \) stands for the (local) index \( l \) in \( 1, \ldots, d \) for which \( A_j = A_j^T \). To be more rigorous we should make a distinction between the finite elements \( \varphi_j \) corresponding to the vertices of \( T \) (for which an \( l_j \) exists) and the other ones. But since only piecewise linear finite
elements on \(d\)-simplices are considered, if \(A_j\) is not a vertex of \(T\), the support of \(\varphi_j\) does not intersect this simplex and therefore the corresponding entry in \(U^T\) is 0. Adding the local upwind matrices \(U^T\) for all simplices \(T\), the global upwind matrix \((U)\) is obtained.

It is easy to see that \(U^T\) has zero row sums, with nonnegative diagonal and nonpositive off diagonal entries. For elements with vertices on the boundary, the rows and columns corresponding to Dirichlet vertices are ignored in computing the global upwind matrix. Thus \(U\) will be an irreducible, diagonally dominant \(M\)-matrix w.r.t. its rows, leading to the discrete maximum principle.

Generally, such upwinding procedures generate schemes of lower order. But we need this approach only in those regions where the convection dominates the problem. It is possible to combine the upwind strategy with the original one. If we consider the local stiffness matrices corresponding to the simplex \(T\), this is obtained from the local diffusion matrix \(D^T\), the original convection matrix \(C^T\) and the upwind one \(U^T\). As mentioned above, \(A^T\) and \(U^T\) possess the \(M\)-property. A possible strategy is to consider a convex combination of the two convection matrices such that, with the aid of \(D^T\), the resulting local stiffness matrix is still an \(M\)-matrix. Thus,

\[
A^T = D^T + s_T C^T + (1 - s_T) U^T,
\]

where \(0 \leq s_T \leq 1\) is a local parameter. By requesting for \(A^T\) to have positive diagonal entries and negative off diagonal ones we obtain local limitations for \(s_T\). Since we want to obtain an approximation having as much as possible a higher order, \(s_T\) should be taken equal to the local upper limit above (but not greater than 1). However, if the convection dominates the problem - this happens at least around the free boundary - the weight of the upwind discretization matrix is increasing so \(s_T\) goes to 0. Therefore the approximation becomes worse, but still stable.

The discrete maximum principle

In what follows we consider the problem without convection. Since the dual box mesh is the Donald diagram and mass lumping is used, the box scheme for the semi-discrete Problem WMTI is equivalent to a modified finite element formulation ([40], [15]).

Problem WMDI. For any \(1 \leq k \leq n\), find \(\theta^k_h \in V_h(\beta(\varepsilon))\) such that for all \(\varphi \in V_h(0)\) the following holds true

\[
(\beta^{-1}(\theta^k_h) - \beta^{-1}(\theta^{k-1}_h), \varphi)_h + \tau(\nabla \theta^k_h, \nabla \varphi) = \tau(I_h r(\beta^{-1}(\theta^k_h)), \varphi)_h,
\]

(2.17)
where $k$ is either $k$ or $k - 1$, depending on the discretization of the reaction term.

**Remark 2.3.1** For each $k \geq 0$, let $u_h^k$ be the piecewise linear interpolant of $\beta^{-1}(\theta_h^k)$. Hence we have

$$\theta_h^k \equiv I_h(\beta((u_h^k))) \quad \text{and} \quad (u_h^k, \varphi)_h = (\beta^{-1}(\theta_h^k), \varphi)_h$$

for all $\varphi \in V_h$.

In the above definition the initial data is not given. This is done now, recalling the perturbed initial data described in (2.1) and (2.3)

$$u_h^0 = \Pi_h(\beta^{-1}(\theta^0)), \quad \theta_h^0 = I_h(\beta(u_h^0))$$

(2.18)

It is easy to show that $u_h^0$ is bounded by $\varepsilon$ and $M$ (the essential supremum of $u_0$). In fact, replacing $\psi$ with an element of the basis of $V_h$ in (2.4), an explicit formula can be given for the nodal values of $u_h^0$

$$u_h^{0,i} = u_h^0(A_i) = \frac{d + 1}{\text{meas}\{\varphi_i > 0\}} \int_{\Omega} \beta^{-1}(\theta^0) \varphi_i dx$$

for all $i = 1, N_h$. Therefore we have $\theta_h^0 \in V_h(\beta(\varepsilon)) \cap V_0$, where $V_0$ is defined in (2.9).

**Remark 2.3.2** This particular choice for the discrete initial data requests some quadrature formula for computing the above integrals. We do not consider the errors induced by this procedure since they are mostly of the same order as the global one. Moreover, in the computations we have used the linear interpolation of $\theta_0$ instead of the one defined in (2.18) and the results were almost the same.

Now we are able to show the discrete maximum principle.

**Lemma 2.3.1** Assume $(A1)$, $(A3)$, $\theta_h^{k-1} \in V_h \cap V_{k-1}$ and $r(u) \geq 0$ for all $u$. If $S_h$ is of acute type and a solution of Problem WMDI exists, then it belongs to $V_h \cap V_k$.

**Proof.** The proof makes use of the properties of the discretization matrices. Since $S_h$ is acute, The stiffness matrix $A$ of the Laplace operator has the properties

$$A_{ii} > 0 \geq A_{ij}, \quad \sum_{j=1}^{N_h} A_{ij} \geq 0$$
for all \(i, j = 1, N_h, i \neq j\). Let \(u_h^k := u_h^k - \varepsilon, \psi_h^k := \theta_h^k - \beta(\varepsilon)\), then the equation in (2.17) becomes

\[
(v_h^k, \varphi)_h + \tau(\nabla \psi_h^k, \nabla \varphi) = (v_h^{k-1}, \varphi)_h + \tau(P_h r(\beta^{-1}(\theta_h^k)), \varphi)_h
\]  

(2.19)

In order to get the lower bounds for \(\theta_h^k\) it is enough if we obtain the positiveness of \(v_h^k\) or \(\psi_h^k\). To do so, let \(i_m\) be the index of the vertex where \(v_h^k\) attains its minimum (since \(v_h^k\) is piecewise linear, its minimum is reached in a vertex). Assuming now \(v_{h,i_m}^k < 0\), since \(\beta\) is monotone and \(v_{h,i_m}^k \leq v_h^k\), we get \(\psi_{h,i_m}^k \leq 0\) and \(\psi_{h,j}^k \leq \psi_{h,i_m}^k\) for all \(j = 1, N_h\). Taking \(\varphi = \varphi_{i_m}\) in (2.19) yields

\[
\tau \sum_{j=1}^{N_h} A_{i_m,j} \psi_{h,j}^k = (\text{meas}\{\varphi_{i_m} > 0\})(v_{h,i_m}^{k-1} - v_{h,i_m}^k) + \tau(P_h r(\beta^{-1}(\theta_h^k)), \varphi_{i_m})_h > 0,
\]

where for the last inequality the positiveness of \(v_h^{k-1}\) and \(r\) have been used. Recalling the properties of \(A\) and the minimality of \(\psi_{h,i_m}^k\) we get

\[
\sum_{j=1}^{N_h} A_{i_m,j} \psi_{h,j}^k = \psi_{h,i_m}^k \sum_{j=1}^{N_h} A_{i_m,j} + \sum_{j=1, j \neq i_m}^{N_h} A_{i_m,j} (\psi_{h,j}^k - \psi_{h,i_m}^k) \leq 0.
\]

This contradicts the previous result and therefore the assumption on \(v_{h,i_m}^k\) has to be false.

The upper bounds for \(\theta_h^k\) can be obtained in the same manner. Then we arrive in a situation analogous to the one in the semi-discrete case, resulting similar restrictions on the time step.

**Remark 2.3.3** Since the initial data described in (2.18) lies in \(V_h \cap V_0\), a mathematical induction argument shows that the conclusion of the above lemma holds true for the whole sequence of discrete solutions.

**Remark 2.3.4** As in the semi-discrete case, the global positivity of \(r\) is not necessary if \(r\) is discretized explicitly. Moreover, the restrictions on the time step disappear here too.

**Remark 2.3.5** Lemma 2.3.1 also holds true if the convection term is present, but it has to be discretized in an upwinding manner.
An iterative method for the nonlinear discrete equations

Here we consider an iterative method for solving the nonlinear discrete system in (2.17). In fact this is the fully discrete counterpart of Iteration IJK, which is an alternative to Iteration ISm, having better convergence properties from practical point of view. The reaction term is discretized explicitly, while convection is not present here.

For each \( i > 0 \), the discrete formulation of the problems associated to Iteration IJK reads

**Problem WIJK.** Find \( \bar{\theta}^i_h \in V_h(\beta(\varepsilon)) \) such that

\[
(\sigma(\bar{\theta}^{i-1}_h, \theta^{k-1}_h) (\bar{\theta}^i_h - \theta^{k-1}_h), \varphi)_h + \tau(\nabla \bar{\theta}^i_h, \nabla \varphi) = \tau(I_h r(\beta^{-1}(\theta^{k-1}_h)), \varphi)_h
\]

holds true for all \( \varphi \in V_h(0) \), where \( \bar{\theta}^0_h = \theta^{k-1}_h \), \( \sigma(\bar{\theta}^0_h, \theta^{k-1}_h) = (\beta^{-1})'(\theta^{k-1}_h) \) and \( \theta^{k-1}_h \) belongs to \( V_h(\beta(\varepsilon)) \).

Taking the elements of the nodal basis as test functions in (2.20) gives the linear system

\[
(M^i_h + \tau A_h)\bar{\Theta}^i = M^{i-1}_h \Theta^{k-1} + \tau R^{k-1}_h,
\]

where \( \bar{\Theta}^i \) and \( \Theta^{k-1} \) are vectors containing the nodal values of \( \bar{\theta}^i_h, \theta^{k}_h \). \( A_h \) represents the stiffness matrix, while \( M^i_h \) is a diagonal matrix obtained from the lumped mass one by multiplication with the corresponding nodal values of \( \sigma(\bar{\theta}^i_h, \theta^{k}_h) \). \( R^{k-1}_h \) is obtained similarly, the lumped mass matrix being multiplied by the nodal values of the reaction term. Because of the assumptions we have made on the decomposition \( S_h \), \( M^i_h + \tau A_h \) is irreducible and diagonal dominant ([41], p. 51), hence an \( M \)-matrix. Therefore, if we have \( \theta^{k}_h \in V_h(\beta(\varepsilon)) \), the same holds for the entire array \( \{ \bar{\theta}^i_h, i \geq 0 \} \) and Problem WIJK makes sense for any \( i \). Moreover, a discrete maximum principle analogous to the one stated in Lemma 2.3.1 is valid also in this case.

Now we want to obtain the convergence of the sequence \( \{ \bar{\Theta}^i, i \geq 0 \} \). To this aim the Lipschitz continuity of \( \beta' \) is needed supplementary. Then, the limit

\[
\Theta^k = \lim_{i \to \infty} \bar{\Theta}^i
\]

gives the nodal values of \( \theta^k_h \).

Let \( i > 1 \). Multiplying for each \( i \) the system in (2.21) by \( (M^{i-1}_h)^{-1} \) and subtracting the result obtained for \( i - 1 \) from the one corresponding to \( i \) yields

\[
(I_{N_h} + \tau D^{i-1}_h A_h) \cdot (\bar{\Theta}^i - \bar{\Theta}^{i-1}) = \tau(D^{i-1}_h - D^{i-2}_h) \cdot A_h \cdot \bar{\Theta}^{i-1},
\]
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where $D^i_h$ stands for the inverse of $M^i_h$ (which is diagonal) and $I_{N_h}$ is the identity matrix.

Denoting by

$$\bar{\varepsilon}^i = \bar{\Theta}^i - \bar{\Theta}^{i-1}$$

the difference between two successive approximations, recalling the assumptions on $\beta$ and $\beta'$, it is easy to see that for all $i \geq 2$, the following holds true (elementwise)

$$|(D^i_h - D^{i-2}_h)_{jj}| \leq L_\beta C_2(\varepsilon) \frac{d+1}{\text{meas}(\Delta_j)} |(\bar{\varepsilon}^{i-1})_j|,$$

where $\Delta_j$ is the support of $\varphi_j$, $j = 1, N_h$. This is true for any $j$, hence

$$\|D^i_h - D^{i-2}_h\|_\infty \leq C h^{-d} L_\beta C_2(\varepsilon) \|\bar{\varepsilon}^{i-1}\|_\infty. \quad (2.23)$$

Multiplying (2.22) by $(I_{N_h} + \tau D^{i-1}_h A_h)^{-1}$ and using the matrix norm associated to the $l_\infty$ vectorial one we obtain

$$\|ar{\varepsilon}^i\|_\infty \leq \tau \| (I_{N_h} + \tau D^{i-1}_h A_h)^{-1} \|_\infty \|D^i_h - D^{i-2}_h\|_\infty \|A_h\|_\infty \|\bar{\Theta}^{i-1}\|_\infty. \quad (2.24)$$

Because $S_h$ is regular, $A_h$ satisfies

$$\|A_h\|_\infty \leq C h^{d-2}. \quad (2.25)$$

For estimating $\|(I_{N_h} + \tau D^{i-1}_h A_h)^{-1}\|_\infty$ we can proceed as in the proof of Lemma 2.3.1 and obtain

$$\|(I_{N_h} + \tau D^{i-1}_h A_h)^{-1}\|_\infty \leq 1. \quad (2.26)$$

Replacing the inequalities in (2.23), (2.25) and (2.26) in (2.24) and recalling the maximum principle for $\|\bar{\Theta}^{i-1}\|_\infty$ yields

$$\|ar{\varepsilon}^i\|_\infty \leq C \tau h^{-2} C_2(\varepsilon) \|\bar{\varepsilon}^{i-1}\|_\infty. \quad (2.27)$$

Hence we have proven the convergence of the iterations

**Lemma 2.3.2** If $\tau C_3(\varepsilon) \leq C h^2$, the sequence of solutions of the problems in (2.20) converges to the solution of Problem WMDI.

**Remark 2.3.6** In the above lemma a severe restriction is imposed to the time step $\tau$. Practical computations show that this appears only theoretically.

**Remark 2.3.7** In proving the convergence of the iterations we have used only the fact that $A_h$ is irreducible and diagonal dominant. Therefore, if the convection is discretized using an upwind procedure, the conclusion of the Lemma 2.3.2 still holds true.
2.3.3 Error estimates for the complete discretization

Finally we consider the convergence of the fully discrete problems. For proving this, the following lemma will be useful.

Lemma 2.3.3 Let $u_h \in V_h$ and $\theta_h = I_h \beta(u_h)$, where $\beta$ satisfies the assumption in (A1). Then, if $r$ is Lipschitz w.r.t. $\beta(u)$, we have

$$
\|\nabla \theta_h \|^2 \leq C(\nabla u_h, \nabla \theta_h), \\
||I_h \beta(u_h) - \beta(u_h)|| \leq Ch||\nabla I_h \beta(u_h)||, \\
||I_h r(u_h) - r(u_h)|| \leq Ch||\nabla \theta_h||,
$$  

(2.28)

where $C > 0$ is a generic constant independent on $h$ and $u_h$.

Proof. The first two inequalities are proven in [22] and [29]. The assumption on $r$ is needed only for the third one. Here we notice that the interpolation makes sense since $u_h$ and $r$ are continuous.

Consider a single element $T \in S_h$. A linear function on a simplex attains its extreme values at the vertices. Let $A_m$ and $A_M$ be these vertices, hence, for every $x \in T$,

$$
u_h(A_m) \leq u_h(x) \leq u_h(A_M) \quad \text{and} \quad \beta(u_h(A_m)) \leq \beta(u_h(x)) \leq \beta(u_h(A_M)),
$$

the last part is due to the monotonicity of $\beta$. Similarly, there are two vertices $B_m$ and $B_M$ in which the extremal values of $I_h r(u_h)$ are attained,

$$r(u_h(B_m)) = I_h r(u_h(B_m)) \leq I_h r(u_h(x)) \leq I_h r(u_h(B_M)) = r(u_h(B_M)) \quad \forall x \in T.
$$

Moreover, the continuity of $r(u_h)$ on the compact set $\bar{T}$ yields the existence of two points $C_m$ and $C_M$ in $\bar{T}$ (not necessary vertices) such that the following holds true

$$r(u_h(C_m)) \leq r(u_h(x)) \leq r(u_h(C_M)) \quad \forall x \in \bar{T}.
$$

The above inequalities together with the assumption (A3) on $r$ show that for any $x \in T$ we have

$$
|r(u_h(x)) - I_h r(u_h(x))|^2 \leq (\max\{r(u_h(C_M)) - r(u_h(B_m)), r(u_h(B_M)) - r(u_h(C_m))\})^2 \\
\leq C_r (\max\{\beta(u_h(C_M)) - \beta(u_h(B_m)), \beta(u_h(B_M)) - \beta(u_h(C_m))\})^2 \\
\leq C_r (\beta(u_h(A_M)) - \beta(u_h(A_m)))^2 \\
= C_r ((A_M - A_m)^2 ||\nabla \theta_h||)^2 \\
\leq Ch^2 ||\nabla \theta_h||^2.
$$
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Integrating over $T$ yields the inequality for the simplex $T$. Summing up for all simplices in $S_h$ completes the proof.

**Remark 2.3.8** The last inequality in the lemma above is proven only if the reaction term is Lipschitz continuous in $\beta(u)$. We were not able to get a proof for the more general situation assumed in (A3). As it will be seen below, the existence of an estimate of the type above is essential in obtaining bounds for the fully discrete scheme.

**Error estimates for the fully discrete nonlinear scheme**

Now we need some stability results for the fully discrete implicit scheme.

**Theorem 2.3.4** Assume (A1), (A2), (A3) and $F \equiv 0$. Then, for $k \leq n$, if $\theta_h^k$ solves Problem WMDI and $u_h^k = I_h\beta^{-1}(\theta_h^k)$, we have

$$
\sum_{k=1}^p \|u_h^k - u_h^{k-1}\|^2 + \tau \sum_{k=1}^p \|\nabla \theta_h^k\|^2 \leq C.
$$

**Proof.** Since $u_h^k - \varepsilon \in V_h(0)$, (2.17) implies

$$
\frac{1}{2} (\|u_h^k\|^2_h - \|u_h^{k-1}\|^2_h + \|u_h^k - u_h^{k-1}\|^2_h) + \tau (\nabla \theta_h^k, \nabla u_h^k) = \tau (I_h r(\beta^{-1}(\theta_h^k)), u_h^k - \varepsilon)_h + (u_h^k - u_h^{k-1}, \varepsilon)_h.
$$

Summing up over $k$, recalling the inequalities in (2.28) and the maximum principle for $u_h^k$ (hence the boundedness of $I_h r(\beta^{-1}(\theta_h^k))$ leads to the inequality in (2.29).

The error estimates in the fully discrete case are using the results in the semi-discrete approximation. The following notations are related to the ones proposed there

$$
e_u^k := \beta^{-1}(\theta^k) - I_h\beta^{-1}(\theta_h^k) \equiv \beta^{-1}(\theta^k) - u_h^k, \quad e_\theta^{k,h} := \theta^k - \theta_h^k,
$$

where $k \geq 0$. Remembering the definition of $\theta_h^0$ in (2.18), the initial error satisfies the following inequality

$$
\|e_u^0\|_{-1} \leq C h.
$$

The analysis below follows the ideas in [29] and [73] and continues the one for the time discretization. Having already the result in Theorem 2.2.11 for the semi-discrete approximation, it is enough if we estimate the error due to the spatial discretization of the elliptic problems. This is done in the following theorem.
Theorem 2.3.5 Under the assumptions (A1), (A2), (A3), if $F \equiv 0$, $r$ is Lipschitz continuous in $\beta(u)$ and $\theta^k$, $\theta^k_h$ solve, for each $k > 0$ Problem WMTI, respectively Problem WMDI, then

$$
\sup_{k=1,n} \| e^{k,h}_u \|_1^2 + C \tau \sum_{k=1}^n \| e^k_\theta \|_2^2 \leq C \left( h + \frac{r^2}{\tau} \right),
$$

provided $\tau$ is reasonably small.

Proof. Taking $\varphi = Ge^{j,h}_u \in H_0^1$ in Problem WMTI and $\varphi = G_h e^{j,h}_u \in V_h(0)$ in (2.17), subtracting the last equality from the first one summing up for $j = 1,k$ yields

$$(I_1) + (I_2) := \sum_{j=1}^k (e^{j,h}_u - e^{j-1,h}_u, Ge^{j,h}_u)
+ \tau \sum_{j=1}^k \left\{ (\nabla \theta^j, \nabla Ge^{j,h}_u) - (\nabla \theta^j_h, \nabla G_h e^{j,h}_u) \right\}
= -\sum_{j=1}^k (u^j_h - u^{j-1}_h, (G - G_h)e^{j,h}_u)
+ \sum_{j=1}^k \left\{ (u^j_h - u^{j-1}_h, G_h e^{j,h}_u)_h - (u^j_h - u^{j-1}_h, G_h e^{j,h}_u) \right\}
+ \tau \sum_{j=1}^k \left\{ (r(\beta^{-1}(\theta^j)), Ge^{j,h}_u) - (I_h r(\beta^{-1}(\theta^j)_h), G_h e^{j,h}_u) \right\}
+ \tau \sum_{j=1}^k \left\{ (I_h r(\beta^{-1}(\theta^j)_h), G_h e^{j,h}_u) - (I_h r(\beta^{-1}(\theta^j)_h), G_h e^{j,h}_u)_h \right\}
=: (I_3) + (I_4) + (I_5) + (I_6).

We go on with the estimates for each term appearing above. Using the identity in (2.18) and the properties of $G$, $(I_1)$ becomes

$$(I_1) = \frac{1}{2} \left( \| e^{k,h}_u \|_1^2 - \| e^{0,h}_u \|_1^2 + \sum_{j=1}^k \| e^{j,h}_u - e^{j-1,h}_u \|_1^2 \right).$$

The second term in (2.31) is decomposed into two sums

$$(I_2) = \tau \sum_{j=1}^k (\theta^j, e^{j,h}_u) - (\theta^j_h, e^{j,h}_u) = \tau \sum_{j=1}^k (\theta^j, e^{j,h}_u - e^{j,h}_u)
= \tau \sum_{j=1}^k \left\{ (\theta^j - \beta(u^j_h), \beta^{-1}(\theta^j) - u^j_h) + (\beta(u^j_h) - I_h \beta(u^j_h), \beta^{-1}(\theta^j) - u^j_h) \right\}
=: (I_{21}) + (I_{22}).$$
For \((I_{21})\) we recall the relation in (2.2), Lemma 2.3.3 and the a priori estimates in order to obtain

\[
(I_{21}) \geq C_1 \tau \sum_{j=1}^{k} \|\theta^j - \beta(u_h^j)\|^2 \geq C_1 \tau \sum_{j=1}^{k} (\|\theta^j - \theta_h^j\| - \|\theta_h^j - \beta(u_h^j)\|)^2
\]

\[
\geq \frac{C_1 \tau}{2} \sum_{j=1}^{k} \|\theta^j - \theta_h^j\|^2 - C_1 \tau \sum_{j=1}^{k} \|\theta_h^j - \beta(u_h^j)\|^2
\]

\[
\geq \frac{C_1 \tau}{2} \sum_{j=1}^{k} \|\theta^j - \theta_h^j\|^2 - C_1 \tau h^2 \sum_{j=1}^{k} \|\nabla \theta_h^j\|^2
\]

\[
\geq \frac{C_1 \tau}{2} \sum_{j=1}^{k} \|\theta^j - \theta_h^j\|^2 - C_1 h^2.
\]

Similarly, \((I_{22})\) yields

\[
|(I_{22})| \leq \tau \sum_{j=1}^{k} \|\theta^j - \beta(u_h^j)\| \|\beta^{-1}(\theta^j) - u_h^j\| \leq C \tau h \sum_{j=1}^{k} \|\nabla \theta_h^j\| \|\beta^{-1}(\theta^j) - u_h^j\|
\]

\[
\leq Ch \sum_{j=1}^{k} \|\nabla \theta^j\|^2 + Ch \leq Ch.
\]

Using (2.20), \((I_{3})\) can be rewritten as

\[
(I_{3}) = (u_h^k, (G - G_h)e_u^{k,h}) - (u_h^0, (G - G_h)e_u^{0,h}) + \sum_{j=1}^{k} (u_h^{j-1}, (G - G_h)(e_u^{j,h} - e_u^{j-1,h})).
\]

This implies the following estimates

\[
|(I_{3})| = \|u_h^k\|\|(G - G_h)e_u^{k,h}\| + \|u_h^0\|\|(G - G_h)e_u^{0,h}\|
\]

\[
+ \sum_{j=1}^{k} \|u_h^{j-1}\|\|(G - G_h)(e_u^{j,h} - e_u^{j-1,h})\|
\]

\[
\leq Ch^2 + Ch \sum_{j=1}^{k} \|e_u^{j,h} - e_u^{j-1,h}\| - 1
\]

\[
\leq Ch^2 + C \frac{h^2}{\tau \delta_3} + C \delta_3 \sum_{j=1}^{k} \|e_u^{j,h} - e_u^{j-1,h}\| - 1.
\]
where the approximation property in (2.7) and the maximum bounds for \( u_h \) have been used. Analogously, \((I_4)\) gives

\[
|I_4| \leq |(u_h^k, G_h e_h^{j,h}) - (u_h^k, G_h e_h^{k,h})| + |(u_h^0, G_h e_u^0) - (u_h^0, G_h e_u^{0,h})| \\
+ \sum_{j=1}^{k} |(u_h^{j-1}, G_h (e_h^{j,h} - e_h^{j-1,h})) - (u_h^{j-1}, G_h (e_u^{j,h} - e_u^{j-1,h}))| \\
\leq Ch \left( \|u_h^k\| \|\nabla G_h e_h^{k,h}\| + \|u_h^0\| \|\nabla G_h e_u^{0,h}\| \right) \\
+ Ch \sum_{j=1}^{k} \|u_h^{j-1}\| \|\nabla G_h (e_h^{j,h} - e_h^{j-1,h})\| \\
\leq Ch + Ch \sum_{j=1}^{k} \|e_h^{j,h} - e_h^{j-1,h}\| - 1 \\
\leq C h^2 \tau \delta_4 + C \delta_4 \sum_{j=1}^{k} \|e_h^{j,h} - e_h^{j-1,h}\|^2 - 1.
\]

\((I_5)\) can be splitted into three sums

\[
(I_5) = \tau \sum_{j=1}^{k} (r(\beta^{-1}(\theta^j)) - r(\beta^{-1}(\theta_h^j)), Ge_h^{j,h}) + \tau \sum_{j=1}^{k} ((I - I_h)r(\beta^{-1}(\theta_h^j)), Ge_h^{j,h}) \\
+ \tau \sum_{j=1}^{k} (I_h r(\beta^{-1}(\theta_h^j)), (G - G_h)e_u^{j,h}) =: (I_{51}) + (I_{52}) + (I_{53}).
\]

Recalling (A3), for \((I_{51})\) we get

\[
|I_{51}| \leq C \tau \sum_{j=1}^{k} \|\theta^j - \theta_h^j\| \|Ge_h^{j,h}\| \\
\leq C \tau \delta_3 \sum_{j=1}^{k} \|\theta^j - \theta_h^j\|^2 + \frac{C \tau}{\delta_5} \sum_{j=1}^{k} \|e_h^{j,h}\|^2 - 1.
\]

Now, since \( r \) is Lipschitz continuous in \( \beta(u) \), Lemma 2.3.3 and the apriori estimates in Theorem 2.3.4 yield

\[
|I_{52}| \leq C h \sum_{j=1}^{k} \|\nabla \theta_h^j\| \|Ge_h^{j,h}\| \\
\leq C h^2 \delta_2 \sum_{j=1}^{k} \|\nabla \theta_h^j\|^2 + \frac{C \tau}{\delta_5} \sum_{j=1}^{k} \|e_h^{j,h}\|^2 - 1
\]

\[
\leq C h^2 \delta_2 + \frac{C \tau}{\delta_5} \sum_{j=1}^{k} \|e_h^{j,h}\|^2 - 1.
\]
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Recalling again the inequality in \((2.7)\), \((I_{53})\) leads to
\[
|I_{53}| \leq C\tau \sum_{j=1}^{k} \| (G - G_h) e_j^{i,h} \| \leq C\tau h \sum_{j=1}^{k} \| e_j^{i,h} \|_{-1}
\]
\[
\leq C h^2 \delta_{53} + \frac{C\tau}{\delta_{53}} \sum_{j=1}^{k} \| e_j^{i,h} \|_{-1}^{2}.
\]

Finally, for \((I_6)\) the relations in \((2.3)\) and \((2.8)\) give
\[
|I_6| \leq C\tau h \sum_{j=1}^{k} \| I_k r(\beta^{-1}(\theta^j_h)) \| \| \nabla G_k e_j^{i,h} \| \leq C\tau h \sum_{j=1}^{k} \| e_j^{i,h} \|_{-1,h}
\]
\[
\leq C\tau h \sum_{j=1}^{k} (\| e_j^{i,h} \|_{-1} + h^2 \| e_j^{i,h} \|) \leq C h^2 \delta_6 + \frac{C\tau}{\delta_6} \sum_{j=1}^{k} \| e_j^{i,h} \|_{-1}^{2}.
\]

Inserting all the inequalities in \((2.32)\) - \((2.40)\) in \((2.31)\), recalling \((2.33)\) and choosing the \(\delta\)’s properly, we get
\[
\| e_u^{k,h} \|_{-1}^{2} + \sum_{j=1}^{k} \| e_j^{i,h} - e_j^{i-1,h} \|_{-1}^{2} + \sum_{j=1}^{k} \| e_j^{i,h} \|^{2}
\leq C \left( h + \frac{h^2}{\tau} \right) + C\tau \sum_{j=1}^{k} \| e_j^{i,h} \|_{-1}^{2}.
\]

The inequality above can be obtained provided \(\tau\) is not bigger then \(C\), a constant depending on the problem but not on the discretization parameters. The discrete Gronwall lemma concludes the proof.

**Remark 2.3.9** As in the semi-discrete case, an explicit treatment of the reaction term does not affect the results above.

The error estimates for Scheme WMDI are a direct consequence of the Theorems 2.2.11 and 2.3.5

**Theorem 2.3.6** In the setting of Theorem 2.3.5, if \(u\) is the weak solution of Problem WP and \(\theta^k_h\) solves for each \(k > 0\) Problem WMDI, then
\[
\sup_{k=1}^{\infty} \| u(t_k) - u^{k,h} \|_{-1}^{2} + C \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \| \beta(u(t)) - \theta^{k,h} \|^{2} dt
\leq C \left( \tau + h + \frac{h^2}{\tau} + \varepsilon^2 + (C_2(\varepsilon) \beta(\varepsilon))^2 \right).
\]
Remark 2.3.10 Taking above $h = O(\tau)$ we can notice that the order of convergence for the fully discrete approximation is the same as in the semi-discrete case. But this choice may not be always convenient, especially when a nonuniform mesh or a locally refined one is considered. Moreover, it contradicts the convergence condition for the iterations defined through Problem WIJK. But the restriction on $h$ appears only theoretically. Different approaches in proving the convergence of the fully discrete scheme (see, e.g. [88]) do not request any relation between the discretization parameters, but the estimates depend additionally on $C_2(\varepsilon)$ resulting a lower order of convergence compared with the semi-discrete case. This was avoided in the previous result.

Error estimates for the fully discrete linear scheme

Here we extend the analysis for the semi-discrete linear scheme MTL to the fully discrete case. Analogous to the nonlinear one, if the convection term is not present, the linear scheme can be brought to a finite element formulation

Problem WMDL. For any $1 \leq k \leq n$, find $\theta_h^k \in V_h(\beta(\varepsilon))$ such that for all $\varphi \in V_h(0)$ the following holds true

$$
(\sigma_{k-1,h}(\theta_h^k - \theta_h^{k-1}), \varphi)_h + \tau(\nabla \theta_h^k, \nabla \varphi) = \tau(I_{h\tau}(\beta^{-1}(\theta_h^{k-1})), \varphi)_h,
$$

with $\sigma_{0,h} = (\beta^{-1})'(\theta_h^0)$.

For the implicit scheme, the choice of the initial data in the form proposed in (2.18) was accepted in order to avoid a worsening of the convergence order. But other possibilities may be considered. For example, if $\theta^0$ is continuous,

$$u^0_h = I_h(\beta^{-1}(\theta^0)), \quad \theta^0_h = I_h(\beta(u^0_h))$$

is more convenient here. Again, $u^0_h$ is bounded by $\varepsilon$ and $M$ (the essential supremum of $u_0$), but now we have also $\theta^0_h = I_h(\theta^0)$ and consequently $\|\nabla \theta^0_h\| \leq \|\nabla \theta^0\| \leq C$, not depending on $h$. This choice is better for the apriori estimates, but the bounds for the initial error $e_u^{0,h}$ depend on $\varepsilon$ as follows

$$\|e_u^{0,h}\|_{-1} \leq C\|e_u^{0,h}\| \leq Ch\|\nabla \beta^{-1}(\theta^0)\| \leq ChC_2(\varepsilon).$$

Due to this the estimates in Theorem 2.3.5 become

$$\sup_{k=1}^n \|e_u^{k,h}\|_{-1}^2 + C\tau \sum_{k=1}^n \|e_\theta^{k,h}\|^2 \leq C \left( h + \frac{h^2}{\tau} + h^3 C_2(\varepsilon)^2 \right),$$
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and the same change appears in Theorem 2.3.6.

The maximum principle stated in Lemma 2.3.1 remains valid in this case too, therefore the scheme defined above makes sense. Since convection is not present here, stability results can be obtained as in Theorem 2.2.9.

**Theorem 2.3.7** Assume (A1), (A2), (A3) and $F \equiv 0$. Then, for $p < n$, if $\theta_h^k$ solves Problem WMDL, the following holds

$$
\sum_{k=1}^{p} \left\| \nabla \sigma_{k-1,h}(\theta_h^k - \theta_h^{k-1}) \right\|^2_h + \tau \left\| \nabla \theta_h^p \right\|^2_h + \tau \sum_{k=1}^{p} \left\| \nabla (\theta_h^k - \theta_h^{k-1}) \right\|^2_h \leq C \tau. \quad (2.42)
$$

Using this result, the error estimates for the fully discrete linear scheme are given in the theorem below.

**Theorem 2.3.8** In the setting of Theorem 2.3.7, if $u$ is the weak solution of the Problem WP and $\theta_h^k$ solves for each $k > 0$ Problem WMDL, then

$$
\sup_{k=1,\ldots,n} \left\| u(t_k) - u^{k,h} \right\|^2_{-1} + C \tau \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \left\| \beta(u(t)) - \theta_h^{k,h} \right\|^2 dt \leq C \left( \tau C_2(\varepsilon)^2 + hC_2(\varepsilon^2) + \frac{h^2}{\tau} + \varepsilon^2 + \left( C_4(\varepsilon) \beta(\varepsilon) \right)^2 \right).
$$

**Proof.** The proof is identical to the one for the nonlinear scheme, but because of the apriori estimates above the estimation of the terms $(I_{21})$, $(I_{22})$ and $(I_{52})$ yield $ChC_2(\varepsilon)^2$ instead of $Ch$. Moreover, an additional term has to be considered, namely

$$
T \equiv \sum_{j=1}^{k} (I_h \beta^{-1}(\theta_h^j) - I_h \beta^{-1}(\theta_h^{j-1}) - \sigma_{j-1,h}(\theta_h^j - \theta_h^{j-1}), G_h e^{j,h})_h.
$$

As in the semi-discrete case, the Lipschitz continuity of $\beta'$, the apriori estimates and the maximum principle gives

$$
|T| \leq C \tau C_2(\varepsilon)^2,
$$

which concludes the proof.

**Remark 2.3.11** Taking again $h = O(\tau)$, the estimates in the semi-discrete case are recovered.
Chapter 3

Regularization by modifying the nonlinearity function

In this chapter we proceed with the analysis of a different regularization method which can be applied to more general situations, including also two phase Stefan problems. This relies on the modification of the nonlinearity function such that its derivative is uniformly bounded by a (small) nonzero constant. As mentioned at the beginning of the chapter before, this is the underlying idea of most of the regularization procedures for degenerate equations. Again, the convergence of the algorithm is shown by proving error estimates.

3.1 Basic setting

In order to avoid additional complications and to keep the proofs in the same framework as before, the basic setting defined in the previous chapter is maintained here. Hence, \( \Omega \) is a bounded domain in \( \mathbb{R}^d (d \geq 1) \) with a Lipschitz continuous boundary and \( Q_T \equiv (0, T) \times \Omega \), where \( 0 < T < \infty \) is fixed. Problem P defined Chapter 2 is also considered here

**Problem P:**

\[
\partial_t u - \nabla \cdot (\nabla \beta(u) + F(u)) = r(u), \quad \text{in} \quad Q_T \equiv (0, T) \times \Omega, \\
u(0, x) = u_0(x), \quad \text{in} \quad \Omega, \\
\beta(u) = 0, \quad \text{on} \quad \partial \Omega.
\]

The function \( \beta : \mathbb{R} \to \mathbb{R} \) is monotone increasing and smooth, but may now vanish on sets of nonzero measure. Again, degeneracy means no diffusion, namely \( \beta'(u) = 0 \) for some \( u \). It is worth to notice that in this case there is no need to have an unique degeneracy.
Before writing a numerical method for solving Problem P we consider a regularization procedure for it. As mentioned in the previous chapter, the resulting problem becomes non-degenerate and therefore any discretization method for nonlinear parabolic problems can be applied for solving it numerically. Roughly speaking, the approach considered here relies on the perturbation of the nonlinearity $\beta$. This idea has been widely used in the analysis of such kind of problems and became an important source for numerical algorithms.

There are several possibilities to do this step. The simplest way is to construct a strictly increasing function $\beta_\varepsilon$ which approximates $\beta$, but its derivative is bounded from below by the small parameter $\varepsilon > 0$, (as done, e.g., in [84], [50], [31] or [88]). Another possibility consists in the regularization of the inverse of the nonlinearity, $\gamma = \beta^{-1}$. A justification for this approach appears when the numerical method is written in terms of the more regular unknown, $\theta \equiv \beta(u)$, since at least the time derivative for $u \equiv \beta^{-1}(\theta)$ has to be considered. In this case, because the derivative of $\gamma$ is infinite in the points of degeneracy, $\gamma'_\varepsilon$ is bounded by a large constant (like $1/\varepsilon$). Numerical methods based on this procedure are proposed in [63], [66], [67] or [73]. The last category of regularization algorithms is akin to the nonlinear Chernoff formula ([17]) and gives rise to some relaxation schemes. Again, the more regular unknown is considered, but the modification appears only in the derivative of the nonlinearity function, not in the function itself. This possibility was first observed by Berger, Brezis & Rogers ([14]) and improved in [60] and [70]. The resulting schemes are linear, but the accuracy is affected especially around the free boundaries. This drawback is avoided through a nonlinear version of the scheme in [46], [47] or [54].

The assumptions on $\beta$, $F$, $r$ and $u_0$ are similar to the ones in the previous chapter.

\begin{enumerate}[\textbf{(A1)}]
\item $\beta$ is Lipschitz and differentiable, $\beta(0) = 0$, $\beta'(u) \geq 0$.
\item $u_0 \in L^\infty(\Omega)$.
\item $r : \mathbb{R} \to \mathbb{R}$ and $F : \mathbb{R} \to \mathbb{R}^d$ are continuous in $u$ and satisfy the condition
\begin{equation}
|r(u) - r(v)|^2 + |F(u) - F(v)|^2 \leq C(u-v)(\beta(u) - \beta(v))
\end{equation}
for any $u, v \in \mathbb{R}$, where $C > 0$ does not depend on $x, t, u$ and $v$. Moreover, it is assumed here that $r$ is positive for all positive arguments and the graph of both functions contain the origin, hence $r(0) = 0$ and $F(0) = 0$.
\end{enumerate}

Again, Lipschitz continuity for $\beta'$ or the existence of a function $f = F'$ are requested.
in some cases additionally to (A1) or (A3). Moreover, then \( \beta(u_0) \) should be more regular, belonging to \( H^1_0(\Omega) \). Sometimes the constants appearing above are mentioned in a distinct way. The Lipschitz constant of both \( \beta \) and \( \beta' \) (where this will be needed) is denoted by \( L_\beta \), while the growth of \( F \) and \( r \) is controlled by \( C_F \), respectively \( C_r \).

**Remark 3.1.1** The positivity of the initial data requested in the maximum principle algorithm is abandoned here, thus the solution may become negative. However, we still consider only essentially bounded solutions, therefore a maximum principle for Problem P is assumed. This allows us to avoid some technical difficulties, but may not be necessary. For the sake of simplicity, \( \beta, F \) and \( r \) do not depend on the variables \( x \) and \( t \), but this would not affect the results significantly (see again [53]). Moreover, this approach can be extended also for nonlinearities \( \beta \) which are not Lipschitz continuous.

**Remark 3.1.2** The assumptions on \( F \) and \( r \) are - as in the previous chapter - weaker than the usual ones, namely a Lipschitz continuity w.r.t. \( \beta(u) \)

\[
|r(u) - r(v)| + |F(u) - F(v)| \leq C|\beta(u) - \beta(v)|.
\]

**Remark 3.1.3** Non-homogeneous Dirichlet or natural boundary conditions may be considered without any problem here.

The schemes we want to consider here rely on the first regularization approach described above. The nonlinearity is approximated by a function \( \beta_\varepsilon \) satisfying \( \beta' \geq \varepsilon \). There are several possibilities to obtain the approximation. The simplest one is given by

\[
\beta_\varepsilon(u) \equiv \beta(u) + \varepsilon u,
\]

hence a global perturbation is added to the derivative of the original function,

\[
\beta'_\varepsilon(u) \equiv \beta'(u) + \varepsilon
\]

and thus we have

\[
\beta_\varepsilon(u) \equiv \int_0^u \beta'_\varepsilon(s)ds.
\]

Other possibility is given by a local perturbation of \( \beta' \), namely

\[
\beta'_\varepsilon(u) \equiv \max\{\beta'(u), \varepsilon\}.
\]
In any case, two main features should be fulfilled, namely
\[ \beta_\varepsilon'(u) \geq \varepsilon \quad \text{and} \quad 0 \leq \beta_\varepsilon'(u) - \beta'(u) \leq \varepsilon \] (3.4)
for any real \( u \). Clearly, these are carried out by any of the two constructions proposed above. In this framework, the elementary lemma below can be proven easily.

**Lemma 3.1.1** If \( \beta \) satisfies the assumption \((A1)\) and its approximation \( \beta_\varepsilon \) fulfills the relations in (3.4), the following inequalities hold true for any reals \( u \) and \( v \).

\[
C \leq (\beta^{-1}_\varepsilon)'(\beta_\varepsilon(u)) \leq \frac{1}{\varepsilon},
\]
\[
sgn(\beta_\varepsilon(u) - \beta(u)) = sgn(u),
\]
\[
|\beta(u) - \beta(v)| \leq |\beta_\varepsilon(u) - \beta_\varepsilon(v)| \leq |\beta(u) - \beta(v)| + \varepsilon|u - v|.
\]

**Proof.** Since \( \beta_\varepsilon(u) \geq \varepsilon \), the first inequality is trivial. For the second one the identity in (3.3) can be used in order to get
\[
\beta_\varepsilon(u) - \beta(u) = \int_0^u \beta_\varepsilon'(s) - \beta'(s)ds,
\]
so the identity of the signs follows since the integrand is positive. For the last part we proceed in a similar manner and obtain
\[
\beta(u) - \beta(v) = \int_v^u \beta'(s)ds \quad \text{and} \quad \beta_\varepsilon(u) - \beta_\varepsilon(v) = \int_v^u \beta_\varepsilon'(s)ds.
\]
Applying now the inequalities in (3.4) the conclusion is immediate.

Clearly, \( \beta_\varepsilon \) is a strictly increasing function and admits a differentiable inverse. The next result is a direct consequence of the previous lemma.

**Corollary 3.1.2** In the setting above, if the assumption \((A3)\) is satisfied by \( F \) and \( r \), an inequality of the same type holds for \( \beta_\varepsilon \),
\[
|r(u) - r(v)|^2 + |F(u) - F(v)|^2 \leq C(u - v)(\beta_\varepsilon(u) - \beta_\varepsilon(v))
\]
for all \( u, v \in \mathbb{R} \). Moreover, the Lipschitz continuity in \( \beta(u) \) implies the same in terms of \( \beta_\varepsilon \), namely
\[
|r(u) - r(v)| + |F(u) - F(v)| \leq C|\beta_\varepsilon(u) - \beta_\varepsilon(v)|
\]
for any real numbers \( u \) and \( v \).
As done in the previous chapter, we deal here with the variational formulation of Problem P since a solution in the classical sense does not generally exist.

**Problem WP.** $u$ is called a solution of the problem in (3.1) iff

$$u \in H^1(0,T;H^{-1}(\Omega)), \quad \beta(u) \in L^2(0,T;H^1_0(\Omega)), \quad u(0) = u_0 \text{ in } H^{-1}$$

and for all $\varphi \in L^2(0,T;H^1_0(\Omega))$ the equation holds true

$$\int_0^T (\partial_t u(t), \varphi(t)) dt + \int_0^T (\nabla \beta(u(t)) + F(u(t)), \nabla \varphi(t)) dt = \int_0^T (r(u(t)), \varphi(t)) dt. \quad (3.6)$$

Beyond the frame stated in the chapter before, existence, uniqueness and regularity of the solution for this problem without convection and reaction has been established in several papers (see, e.g. [49] or [36] and the references therein). Moreover, a maximum principle can be proven. There are no significant changes if a reaction term is added, provided this is Lipschitz continuous w.r.t. $\beta(u)$. If $F$ has this property too and its graph passes through the origin, the existence of a weak solution has been shown in [18]. Under similar growth conditions for the convective and reactive terms, an existence result can be found in [1]. However, there are less uniqueness results. It is easy to imagine situations when the problem becomes purely hyperbolic, therefore the existence of a unique solution cannot be expected. Since our aim here is the analysis of some schemes based on regularization procedure described above, we assume Problem WP admits an unique solution which is uniformly bounded (a.e.) in the whole cylinder $Q_T$.

As mentioned in the chapter before, in this case $u$ belongs to $C(0,T;H^{-1}(\Omega))$. Moreover, the notations used there are maintained here too.

**Remark 3.1.4** The existence of an unique solution makes the error estimates possible. If uniqueness does not hold true, convergence can be obtained proceeding from compactness arguments (the basic ideas can be found in [46], [47]; see also [35]).

### 3.2 Time discretization

The main goal here is the investigation of some approximation schemes for Problem P. We go on with the equation written in the more regular unknown, $\beta(u)$. Since in the regularization step a perturbation of the nonlinearity function has been introduced, the numerical schemes are given w.r.t. $\beta_\varepsilon$ instead of $\beta$ itself. Therefore, after computing the unknown $\theta$, $u$ can be obtained by inverting $\beta_\varepsilon$ in $\theta$. 
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As done in the previous chapter, due to the lack of regularity, the time discretization relies on first order methods. The time step is denoted again by $\tau$ and we have $\tau = T/n$ for some integer $n$. Correspondingly, an Euler implicit scheme reads

**Scheme RTI:**

$$
\beta^{-1}_e(\theta^k) - \beta^{-1}_e(\theta^{k-1}) =\tau \nabla \cdot (\nabla \theta^k + F(\beta^{-1}_e(\theta^k)) + \tau r(\beta^{-1}_e(\theta^k)),
$$

(3.1)

for $k = 1, n$ where $\theta^0$ will be given below.

**Remark 3.2.1** Looking at the relations in (3.2) or (3.3), an explicit formula for the inverse of $\beta_e$ may not be available. In fact, even for $\beta$ itself, computing the value in some point $u$ can be a quite tedious (this problem appears also in case $\beta$ has a complicated form). Moreover, any function call increase the computing time significantly. Therefore in the implementation of the schemes the values of $\beta_e$ in some points are inserted into a look-up table, with an additional memory requirement. Surely, this involves also a simple (linear) interpolation step for obtaining values which are not included in the table, but now the computing time is significantly reduced and the errors can be controlled through an appropriate choice of the interpolation knots. Because of the monotonicity of the function, searching in this table is fast and therefore the values of $\beta_e$ or its inverse can be obtained efficiently.

To simplify the nonlinear scheme RTI, the convection term $\nabla F(\beta^{-1}_e(\theta^k))$ can be linearized by $(\beta^{-1}_e)'(\theta^{k-1}) f(\beta^{-1}_e(\theta^{k-1})) \cdot \nabla \theta^k$, with $f(u) \equiv F'(u)$. A fully explicit discretization of this term can be also considered (as done, e.g., in [73], [47], [51]), but then some stability problems may appear especially near the free boundaries, where convection becomes dominant. Since $L^\infty$ bounds are used in the forthcoming estimates, we have not considered this approach. The scheme becomes

**Scheme RTC:**

$$
\beta^{-1}_e(\theta^k) - \beta^{-1}_e(\theta^{k-1}) =\tau \Delta \theta^k + \tau(\beta^{-1}_e)'(\theta^{k-1}) f(\beta^{-1}_e(\theta^{k-1})) \cdot \nabla \theta^k + \tau r(\beta^{-1}_e(\theta^k)),
$$

(3.2)

together with the initial and boundary data. Replacing $r(\beta^{-1}_e(\theta^k))$ by $r(\beta^{-1}_e(\theta^{k-1}))$, an explicit discretization of the reaction term is obtained.

Now a linear approximation scheme for Problem P can be given.
Scheme RTL:
\[
\sigma_{k-1}(\theta^k - \theta^{k-1}) = \tau \Delta \theta^k + \tau (\beta^{-1}_e)'(\theta^{k-1}) f(\beta^{-1}_e(\theta^{k-1})) \cdot \nabla \theta^k + \tau r(\beta^{-1}_e(\theta^{k-1})),
\]
\[
\theta^k|_{\partial \Omega} = 0,
\]
\[
\sigma_k = (\beta^{-1}_e)'(\theta^k)
\]
for \( k = 1, n \), where \( \sigma_0 = (\beta^{-1}_e)'(\theta^0) \).

Remark 3.2.2 In the linearization of the convection term, \((\beta^{-1}_e)'(\theta) f(\beta^{-1}_e(\theta))\) multiplies the gradient of \( \theta^k \). Lemma 3.1.1 and the assumption (A3) on \( F \) assure the boundedness of this 'speed', namely
\[
|((\beta^{-1}_e)'(\theta) f(\beta^{-1}_e(\theta)))| \leq \sqrt{\frac{C_F}{\varepsilon}}.
\]
Moreover, if \( F \) is Lipschitz continuous in \( \beta(u) \), the bound above becomes \( \sqrt{C_F} \).

Up to now we did not give the initial data. For stability reasons, if the convective term is linearized, \( \theta_0 \) should belong to \( H^1_0(\Omega) \). In any case \( \beta^{-1}_e(\theta_0) \) has to approximate \( u_0 \) in some sense. Concretely, in obtaining the error estimates, these depend on the initial approximation error in \( H^{-1} \), namely \( \|u_0 - \beta^{-1}_e(\theta_0)\|_{H^{-1}} \). If \( u_0 \) belongs to \( H^1(\Omega) \), the choice \( \theta_0 \equiv \beta_\varepsilon(u_0) \) fulfills both requirements since there is no initial error for \( u \) and \( H^1 \) boundedness for \( \theta_0 \) follows from the one for \( u_0 \) and the upper limits of \( \beta_\varepsilon \). Moreover, these bounds do not depend on \( \varepsilon \).

The previous choice works in the implicit case even if \( u_0 \) is not a \( H^1 \) function since \( \theta^0 \) needs not to be in \( H^1(\Omega) \). In fact, the assumption \( u_0 \in H^1(\Omega) \) is quite restrictive and fails to hold true in important cases. But \( \theta_0 \in H^1 \) is essential for obtaining useful apriori estimates for the schemes RTC and RTL. Therefore, if the regularization given in (3.2) is considered, we can proceed as follows. Let \( \rho \) be a \( C^\infty(\mathbb{R}^d) \) positive function defining a mollifier sequence \( \{\rho_\mu\} \) for \( \mu > 0 \),
\[
\text{supp } \rho \subset B(0, 1), \quad \int_{\mathbb{R}^d} \rho(x) dx = 1 \quad \text{and} \quad \rho_\mu(x) \equiv \frac{1}{\mu^d} \rho \left( \frac{x}{\mu} \right).
\]
Now \( \theta_0 \equiv \beta(u_0) + \varepsilon \rho_\mu * u_0 \) is a \( H^1 \) function, where * stands for the convolution operator. From practical point of view there is no need to compute the convolution since this can be simulated by taking the solution of the heat equation after one (small) time step with the initial data \( u_0 \). We have
\[
\|\nabla \theta_0\| \leq \|\nabla \beta(u_0)\| + \varepsilon \|\nabla (\rho_\mu * u_0)\| = \|\nabla \beta(u_0)\| + \varepsilon \|\nabla \rho_\mu * u_0\|.
\]
The first term above is bounded since \( \beta(u_0) \in H^1 \). For the second one we have

\[
\| (\nabla \rho_\mu \ast u_0) \| \leq \| \nabla \rho_\mu \|_{0,1} \| u_0 \| = \frac{1}{\mu} \| \nabla \rho \|_{0,1} \| u_0 \| \leq \frac{C}{\mu}.
\]

Therefore, if \( \mu \) is of the same order as \( \varepsilon \), the \( H^1 \) norm of \( \theta_0 \) is uniformly bounded w.r.t. \( \varepsilon \).

The initial error due to this step goes to zero as follows from

\[
\| u_0 - \beta_\varepsilon^{-1}(\theta_0) \| \leq \frac{1}{\varepsilon} \| \theta_0 - \beta_\varepsilon(u_0) \| = \| \rho_\mu \ast u_0 - u_0 \|.
\]

Since \( u_0 \) is a \( L^2 \) function, the last term goes to zero together with \( \mu \). It is worth noticing here that convergence to 0 takes place in a stronger norm as necessary, but unfortunately we did not succeed in getting a convergence order.

In particular cases it is possible to find other perturbations of the initial data for which estimates of the above error are possible. For the porous medium equation, the nonlinearity \( \beta(u) = u^m \) yields for any real \( u \),

\[
|\beta_\varepsilon^{-1}(\beta(u)) - u| \leq C \varepsilon^{\frac{1}{m-1}},
\]

where \( \beta_\varepsilon \) is the regularization defined in (3.3). This shows that the choice \( \theta_0 \equiv \beta(u_0) \) may be considered, but theoretically the global error estimates are affected by this step.

Thinking at the Stefan problem, if an initial non-degeneracy property for the temperature holds true \( \{ \text{meas} \{ x \in \Omega / 0 < \theta_0(x) < \varepsilon \} \leq C \varepsilon^{\frac{1}{2}} \} \), it is possible to give initial data satisfying

\[
\| \beta_\varepsilon^{-1}(\theta_0) - u_0 \| \leq C \varepsilon,
\]

as proposed by R. Nochetto in [63].

Before giving the weak forms of the schemes defined above, some remarks can be formulated. The regularization is necessary when simplified versions of the implicit scheme are considered. This step is useful also when some linear iterations are applied for solving the nonlinear problems. As already mentioned in the previous chapter, up to the explicit treatment of the non-diffusive terms, Scheme RTI is akin to Scheme JK ([46], [47]) in a particular form, for which the proof there does not apply. The difference appears due to the fact that in the Jäger-Kačur method only the derivative of the nonlinearity function is modified, while in the schemes above this applies to the function itself. Moreover, if the spatial discretization in [32] is completed by a backward Euler method in time, the resulting scheme is a fully discrete counterpart for RTI. Regarding the linear scheme RTL,
this was proposed in [88] again in a simplified framework (Lipschitz continuous reaction terms and no convection), while the nonlinearity is perturbed globally.

Similar to the continuous case, a rigorous formulation for the schemes RTI, RTC and RTL can be given only in a weak sense.

**Problem WT.** For any $1 \leq k \leq n$, find $\theta^k \in H^1_0(\Omega)$ such that for all $\varphi \in H^1_0(\Omega)$ one of the equations below (each corresponding to one of the schemes mentioned before) hold true.

**Problem WRTI.**

$$
(\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \varphi) + \tau(\nabla \theta^k + F(\beta^{-1}(\theta^k)), \nabla \varphi) = \tau(r(\beta^{-1}(\theta^k)), \varphi)
$$

(3.4)

for Scheme RTI, or

**Problem WRTC.**

$$
(\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \varphi) + \tau((\beta^{-1})'(\theta^{k-1})f(\beta^{-1}(\theta^{k-1}))) \cdot \nabla \theta^k + r(\beta^{-1}(\theta^k)), \varphi)
$$

(3.5)

if the convection is linearized, respectively

**Problem WRTL.**

$$
(\sigma_k(\theta^k - \theta^{k-1}), \varphi) + \tau(\nabla \theta^k, \nabla \varphi)
$$

(3.6)

$$
= \tau((\beta^{-1})'(\theta^{k-1})f(\beta^{-1}(\theta^{k-1}))) \cdot \nabla \theta^k + r(\beta^{-1}(\theta^{k-1})), \varphi)
$$

for the linear scheme.

The initial data - $\theta^0$ - has been already chosen in Scheme RTI, while Scheme RTL contains the definition of $\sigma_k$. $k$ stands either for $k$ or for $k-1$, depending on the way the reaction term is treated.

### 3.2.1 The elliptic problems

Now we proceed with the analysis of the elliptic problems arising in the time discretization process. This follows essentially the lines mapped out in the chapter before, therefore the proofs are limited to the cases where some differences occur.

Recalling the setting for the continuous problem, we deal here with essentially bounded solutions. Therefore a similar property is interesting also for the numerical approximation of the solution. Hence, for each $k$ less then $n$, solutions of the semi-discrete problems are sought in the space

$$
V_k = \left\{ \varphi \in H^1_0(\Omega) : \|\varphi\|_{\infty} \leq \beta( Me^{\mathcal{L}kr}) , \ a.e. \right\},
$$

(3.7)
where \( \| \cdot \|_\infty \) stands for the \( L^\infty(\Omega) \) norm and \( C > 0 \) is a constant appropriately chosen. Clearly, for any \( k > 0, V_k \) includes all the previous sets and is convex and closed. It is worth noticing that also negative solutions are admitted here. But if the solution of Problem WP is positive, the sets above can be restricted to their positive halves.

As done in the chapter before, a maximum principle for the semi-discrete approximations can be proven. To do so we make the following notations

\[
\begin{align*}
a(\theta, \varphi; \psi) &= (\beta^{-1}_\varepsilon(\theta), \varphi) + \tau(\nabla \theta, \nabla \varphi) - \tau((\beta^{-1}_\varepsilon)'(\psi)f(\beta^{-1}_\varepsilon(\psi)) \cdot \nabla \theta + r(\beta^{-1}_\varepsilon(\theta)), \varphi), \\
l(\varphi; \chi) &= (\beta^{-1}_\varepsilon(\chi), \varphi).
\end{align*}
\]

Both \( a \) and \( l \) are linear w.r.t. \( \varphi \in H^1_0 \). If \( \psi \) and \( \chi \) are essentially bounded, the form \( a \) is bounded on \( H^1_0 \times H^1_0 \), while \( l \) becomes continuous on \( H^1 \). If the perturbation parameter \( \varepsilon \) satisfies the inequality \( \varepsilon > C \tau \) for an appropriate constant \( C \) depending on \( F, r \) and the \( L^\infty \) norm for \( \psi \) and \( \chi \), coercivity can be easily proven for \( a \). Based on these notations an auxiliary problem can be defined,

**Problem AUX.** Find \( \theta \in H^1_0(\Omega) \) such that

\[
a(\theta, \varphi; \psi) = l(\varphi; \chi)
\]

holds for all \( \varphi \in H^1_0(\Omega) \).

If \( \psi \) and \( \chi \) are essentially bounded, existence and uniqueness of the solution for the above problem is guaranteed either by the nonlinear Lax-Milgram lemma or by the theory of monotone operators (see, e.g., [56]).

Clearly, Problem AUX is related to the elliptic problems produced by the nonlinear schemes RTI and RTC. It is easy to write the corresponding for Scheme RTL. The maximum principle is stated in the following lemma.

**Lemma 3.2.1** Assume \((A1), (A3), \psi \in V_k\) and \( \chi \in V_{k-1} \). Then, for reasonably small \( \tau \), the solution of Problem AUX belongs to \( V_k \).

It is enough here to repeat the proof for the upper bounds in Lemma 2.2.1. Moreover, if \( \chi \) is positive a.e. in \( \Omega \) and \( r(u) \geq 0 \) for any \( u \), the solution \( \theta \) is bounded from below by 0. In fact, the additional assumption on \( r \) (global positivity) is necessary only when the reaction term is discretized implicitly and the same can be said regarding the restriction imposed to the time step.

**Remark 3.2.3** The above lemma establishes a maximum principle for the schemes RTI or RTC. Similarly, essential boundedness can be obtained for the linear scheme.
In order to solve the nonlinear problems arising in the schemes RTI or RTC, the iterative procedures defined in the previous chapter can be applied here too. However, the regularization step - modifying the original nonlinearity function $\beta$ - implies little modifications. For defining a correspondent to Iteration ISm let $K$ be a constant above $1/\varepsilon$ and define, for $\psi, \varphi, \bar{\psi} \in H_0^1(\Omega)$

\[
a_K(\psi, \varphi; \bar{\psi}) = K(\psi, \varphi) + \tau (\nabla \psi, \nabla \varphi) - \tau ((\beta^{-1}_\varepsilon)'(\bar{\psi}) f(\beta^{-1}_\varepsilon(\psi)) \cdot \nabla \psi, \varphi),
\]

\[
l_K(\psi; \varphi) = K(\psi, \varphi) + (\beta^{-1}_\varepsilon(\theta^{k-1}) - \beta^{-1}_\varepsilon(\bar{\psi}), \varphi) + \tau (\tau(\beta^{-1}_\varepsilon(\bar{\psi})), \varphi),
\]

which are linear and bounded. The iterative scheme relies on the operator $T : H_0^1 \rightarrow H_0^1$ giving the solution of the following problem

**Problem PISm**: Let $\psi \in H_0^1$. Find $T \psi \in H_0^1(\Omega)$ such that

\[
a_K(T \psi, \varphi; \theta^{k-1}) = l_K(\psi; \varphi) \tag{3.9}
\]

for all $\varphi \in H_0^1(\Omega)$.

Now the first iteration can be defined as

**Iteration ISm**:

\[
\psi^{i+1} = T \psi^i \tag{3.10}
\]

for $i \geq 0$ and $\psi^0 = \theta^{k-1} \in H_0^1$.

For $\tau$ reasonably small, yielding $K \geq C\tau/\varepsilon$, the Lax-Milgram lemma ensures the existence and uniqueness of a solution for Problem PISm. Moreover, if $\theta^{k-1}$ is taken in $V_{k-1}$, defined above, the set $V_k$ is invariant w.r.t. the operator $T$, the proof for this being a simple reproduction of the one for Lemma 2.2.1. Moreover, Lemmas 2.2.2 and 2.2.3 have a correspondent here, namely

**Lemma 3.2.2** Assume (A1), (A3) and $\theta^{k-1} \in V_{k-1}$. If $K$ is greater than $C/\varepsilon$ and $\tau \leq C\varepsilon$ for appropriately chosen constants $C$ and $C'$, then there is a norm on $H_0^1(\Omega)$ equivalent to the usual one, such that $T$ maps $V_k$ in itself and is contractive on the same set.

**Proof.** The proof is identical to the ones for the two lemmas mentioned above.

**Remark 3.2.4** Problem PISm is related to Scheme WRTC. The same holds also if $\theta^{k-1}$ in (3.9) is replaced by $\psi$, in order to obtain an iterative scheme for the implicit time discretization method. In this case we can obtain only weak convergence in $H^1$, but without imposing any relation between $\tau$ and $\varepsilon$.
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Remark 3.2.5 The above lemma states a convergence result (in $H^1$) for the sequence \( \{\psi^i\}_{i \geq 0} \subset V_k \). It is easy to see that its limit solves the problem WR TC, therefore we have

\[
\theta^k = \lim_{i \to \infty} \psi^i.
\]

As already noticed in the previous chapter, Iteration ISm has a bad convergence rate.

For practical computations we have used the following Iteration IJK:

\[
\bar{\theta}^i \in H^1_0(\Omega),
\]

\[
(\sigma(\bar{\theta}^{-1}, \theta^{k-1})(\bar{\theta} - \theta^{k-1}), \varphi) + \tau (\nabla \bar{\theta}, \nabla \varphi) - \tau ((\beta_x^{-1}(\bar{\theta})) f(\beta_x^{-1}(\bar{\theta})) \cdot \nabla \bar{\theta}, \varphi)
= \tau (r(\beta_x^{-1}(\bar{\theta})), \varphi),
\]

\[
\sigma(\bar{\theta}^i, \theta^k) = \int_0^1 (\beta_x^{-1}(s \bar{\theta}^i + (1-s)\theta^k)) ds
\]

for all $\varphi \in H^1_0(\Omega)$ and $i \geq 1$, where $\bar{\theta}^0 = \theta^{k-1}, \sigma(\bar{\theta}^0, \theta^{k-1}) = (\beta_x^{-1}(s \bar{\theta}^i + (1-s)\theta^k)).$

Iteration JK is more appropriate for practical purposes (see [46], [47] or [53]). Without giving the proof - which is similar to the one for Lemma 3.2.1 - if $\bar{\theta}^{k-1} \in V_{k-1}$, then all the elements of the sequence of solutions $\{\bar{\theta}^i\}_{i=0}^{\infty}$ given by this iteration are in $V_k$. Since the problems WR TC and WRTI have unique solutions, compactness arguments can be considered for showing that $\bar{\theta}^i$ converges weakly in $H^1$ to the semi-discrete solution $\theta_k$, a function in $V_k$. Particularly, taking $\bar{\theta} = \theta^k$ above leads to an iterative method for Problem WR TC, while the choice $\bar{\theta} = \bar{\theta}^{k-1}$ gives the alternative for Problem WRTI. Because we deal here with a perturbation of the nonlinearity $\beta_x$, there is no need to consider a cut-off approach for the regularization, as done in [46] and [47].

3.2.2 Error estimates for the semi-discrete approximation

In order to show the convergence of the schemes considered here it is enough to obtain some error estimates. Thinking at the maximum principle based algorithms, there are no essential changes in the proofs, the basic ideas being the same.

The apriori estimates

The first step in getting some bounds for the errors consists in proving apriori estimates for the semi-discrete solutions. For the implicit scheme, this is done in the following theorem.
Theorem 3.2.3 Assume (A1), (A2) and (A3). Then, for $p < n$, if $\theta^k$ solves Problem WRTI, we have

$$\tau \sum_{k=1}^{p} \|\nabla \theta^k\|^2 \leq C, \quad (3.12)$$

$$\sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}) + \sum_{k=1}^{p} \|\theta^k - \theta^{k-1}\|^2 \leq C. \quad (3.13)$$

Proof. The first inequality can be proven in the same manner as done for the implicit scheme MTI. Here $\beta$ should be replaced by its perturbation $\beta_\varepsilon$, having similar properties. Now $\varphi = \theta^k \in H^1_0(\Omega)$ can be taken as a test function in Problem WRTI. Summing up for $k = 0, p$ we get

$$\sum_{k=1}^{p} (\beta^{-1}_\varepsilon(\theta^k) - \beta^{-1}_\varepsilon(\theta^{k-1}), \theta^k) + \tau \sum_{k=1}^{p} \|\nabla \theta^k\|^2 = -\tau \sum_{k=1}^{p} (F(\beta^{-1}_\varepsilon(\theta^k)), \nabla \theta^k) + \tau \sum_{k=1}^{p} (r(\beta^{-1}_\varepsilon(\theta^k)), \theta^k). \quad (3.14)$$

For estimating the first term we proceed as in Theorem 2.2.6 with $\beta_\varepsilon$ instead of $\beta$ and obtain

$$\sum_{k=1}^{p} (\beta^{-1}_\varepsilon(\theta^k) - \beta^{-1}_\varepsilon(\theta^{k-1}), \theta^k) \geq -C.$$ 

By taking a primitive function for $F(\beta^{-1}_\varepsilon(\cdot))$ it can be shown that the first term in the right hand side disappears (as done in (2.12)). The last sum is also uniformly bounded w.r.t. $k$ since $\|\theta_k\| \leq C$ for any $k$. This gives the first part of the theorem.

For the second estimate, if $k \geq 2$, $\varphi$ in (3.4) can be replaced by $\theta^k - \theta^{k-1} \in H^1_0(\Omega)$ for any $k$ greater than 2. Summing up again over $k$ from 2 to $p$ and applying the elementary identity in (2.18) yields

$$(I) + (II) := \sum_{k=2}^{p} (\beta^{-1}_\varepsilon(\theta^k) - \beta^{-1}_\varepsilon(\theta^{k-1}), \theta^k - \theta^{k-1})$$

$$+ \frac{\tau}{2} \left( \|\nabla \theta^p\| - \|\nabla \theta^1\| + \sum_{k=2}^{p} \|\nabla (\theta^k - \theta^{k-1})\|^2 \right) \quad (3.15)$$

$$= -\tau \sum_{k=2}^{p} (F(\beta^{-1}_\varepsilon(\theta^k)), \nabla (\theta^k - \theta^{k-1}))$$

$$+ \tau \sum_{k=2}^{p} (r(\beta^{-1}_\varepsilon(\theta^k)), \theta^k - \theta^{k-1}) =: (III) + (IV).$$
The first inequality in (3.5) gives

\[(I) \geq C \sum_{k=2}^{p} \|\theta^k - \theta^{k-1}\|^2 + \frac{1}{2} \sum_{k=2}^{p} (\beta^{-1}_\varepsilon(\theta^k) - \beta^{-1}_\varepsilon(\theta^{k-1}), \theta^k - \theta^{k-1}).\]

As a consequence of the first part of this theorem we get

\[(II) \geq \frac{\tau}{2} \sum_{k=2}^{p} \|\nabla(\theta^k - \theta^{k-1})\|^2 - C\]

for a generic constant $C$. For $(III)$ we go on as in Remark 2.2.13 in the chapter before and obtain

\[|(III)| \leq C + \frac{\tau}{2} \sum_{k=2}^{p} \|\nabla(\theta^k - \theta^{k-1})\|^2,\]

Based on the essential boundedness of the semi-discrete solutions, the estimates for the last term are trivial,

\[|(IV)| \leq C.\]

The above inequalities applied into (3.15) show the remaining part of the theorem. Here the sum can be taken from 1 since both $\theta^0$ and $\theta^1$ are bounded in the $L^2$ norm.

**Remark 3.2.6** It does not make any difference for the a priori estimates if the reaction term is treated explicitly.

**Remark 3.2.7** The estimates obtained here are worse than those for the implicit scheme in the previous chapter. But now the assumptions on the initial data are weaker. However, if $\theta^0$ is taken in $H^1$ (as mentioned in the previous section), a similar approach lead to estimates similar to those for the maximum principle based algorithm (Theorem 2.2.6). The bounds in the second inequality there become $C\tau/\varepsilon$. Moreover, if $F$ is Lipschitz continuous in $\beta(u)$, the a priori estimates are optimal, namely $C\tau$.

For the remaining two schemes proposed in the beginning we have to take the initial approximation $\theta^0$ in $H^1(\Omega)$. Now the methods are completely the same as in the previous chapter. Analogous to Scheme MTC, Scheme RTC yields

**Theorem 3.2.4** Assume $(A1)$, $(A2)$, $(A3)$ and $\theta^0$ in $H^1$. Then, for $p < n$, if $\theta^k$ solves Problem WRTC, there are constants $C$ independent on $p, \tau$ and $\varepsilon$ such that

\[
\tau \sum_{k=1}^{p} \|\nabla \theta^k\|^2 \leq \frac{C}{\varepsilon},
\]

(3.16)
\[ \sum_{k=1}^{p} (\beta^{-1}(\theta^k) - \beta^{-1}(\theta^{k-1}), \theta^k - \theta^{k-1}) + \sum_{k=1}^{p} \|\theta^k - \theta^{k-1}\|^2 + \tau \sum_{k=1}^{p} \|\nabla (\theta^k - \theta^{k-1})\|^2 \leq C \frac{\tau}{\varepsilon^2}. \]  

(3.17)

**Proof.** The proof is almost identical to the one for Theorem 2.2.7. The only difference appears in the estimates, where \(1/\varepsilon\) replaces \(C_2(\varepsilon)\), because of the bounds in Remark 3.2.2 for the term \((\beta^{-1}_1)'(\theta)f(\beta^{-1}(\theta))\).

**Remark 3.2.8** As for the implicit case, optimal estimates are obtained if \(F\) is Lipschitz continuous in \(\beta(u)\). Then \(\varepsilon\) disappears in the above inequalities. Moreover, an explicit discretization of the reaction term gives the same results.

Now our attention turns to the linear scheme. Yet the Lipschitz continuity of \(\beta'\) is necessary. The estimates in the previous chapter were obtained either assuming \(F\) to be Lipschitz w.r.t. \(\beta(u)\) or for convex nonlinearities. The last alternative works only if positive solutions are sought, and positivity is needed for the approximate solutions too (this property is assured by the maximum principle for the elliptic problems). In this case the perturbation \(\beta_{\varepsilon}\) should be also convex, which is guaranteed only in the construction proposed in (3.2).

**Theorem 3.2.5** Assume (A1), (A2), (A3) and one of the alternatives mentioned above. Then, for \(p < n\), if \(\theta^k\) solves Problem \(WRTL\), we have

\[ \sum_{k=1}^{p} \|\sigma^{-1}_{k-1}(\theta^k - \theta^{k-1})\|^2 + \tau \|\nabla \theta^p\|^2 + \tau \sum_{k=1}^{p} \|\nabla (\theta^k - \theta^{k-1})\|^2 \leq C \tau \]  

(3.18)

if \(F\) is Lipschitz w.r.t. \(\beta(u)\), or

\[ \tau \sum_{k=1}^{p} \|\nabla \theta^k\|^2 \leq \frac{C}{\varepsilon}, \]

(3.19)

\[ \sum_{k=1}^{p} \|\sigma^{-1}_{k-1}(\theta^k - \theta^{k-1})\|^2 + \tau \|\nabla \theta^p\|^2 + \tau \sum_{k=1}^{p} \|\nabla (\theta^k - \theta^{k-1})\|^2 \leq C \frac{\tau}{\varepsilon^2}. \]  

(3.20)

for convex \(\beta\) and positive initial and boundary data in Problem \(P\).
Proof. Here we can follow the proofs for Theorems 2.2.8 and 2.2.9. In the first case, Corollary 3.1.2 shows that $F$ is Lipschitz w.r.t. $\beta_z(u)$ too, hence the constant $C_F$ is an upper bound for $(\beta^{-1})'(\theta)f(\beta^{-1}(\theta))$. As mentioned in Remarks 3.2.7 and 3.2.8, the estimates become optimal.

Working with the global perturbation defined in (3.2), if $\beta$ is convex, the same holds for $\beta_z$. If the solution of Problem WP is positive, its semi-discrete approximation have similar properties (as stated in Lemma 3.2.1). In this case $\varphi = \theta^k \in H^1_0(\Omega)$ is a positive test function in (3.6). Replacing $\beta$ by $\beta_z$ in the proof of Theorem 2.2.8 for the maximum principle based approach we get the desired results.

Error estimates for the implicit method

As mentioned before, the convergence of the schemes is shown by obtaining error estimates. This is done in the framework proposed in the previous chapter. Therefore most of the notations are the same, e.g.

$$\bar{f}^k := \frac{1}{r} \int_{(k-1)r}^{kr} f(s, \cdot)ds,$$

for any function $f$ integrable in time and defined in $Q_T$ - if $k \geq 1$ - and $\bar{f}^0 := f(0, \cdot)$. The errors are obtained in terms of $e^k_u$ and $e^k_\theta$ given below

$$e^k_u := \bar{u}^k - \beta^{-1}_z(\theta^k), \quad e^k_\theta := \beta(u) - \theta^k,$$

where $k \geq 0$. Again, $G : H^{-1}(\Omega) \to H^1_0(\Omega)$ denotes the Green operator defined by

$$(\nabla G \psi, \nabla \varphi) = (\psi, \varphi),$$

(3.21)

for all $\varphi \in H^1_0(\Omega)$, where $\psi$ is taken in $H^{-1}(\Omega)$, so

$$\|\nabla G \psi\| = \|\psi\|_{-1}, \quad \|\psi\|_{-1} \leq C \|\psi\|$$

(3.22)

(where the last inequality applies only if $\psi \in L^2(\Omega)$).

The error estimates for the implicit scheme are given in the following theorem.

Theorem 3.2.6 Assuming (A1), (A2) and (A3), if $u$ is the weak solution of Problem WP and $\theta^k$ solves for each $k > 0$ Problem WRTI, then

$$\sup_{k=1}^n \|e^k_u\|^2_{-1} + \int_0^T (\beta_z(u(t)) - \theta_\Delta(t), u(t) - \beta^{-1}_z(\theta_\Delta(t))) dt + \|\beta(u) - \theta_\Delta\|^2_{L^2(Q)} \leq C \{r + \varepsilon\},$$

where $\theta_\Delta(t) = \theta^k$ for $t \in (t_{k-1}, t_k]$ and $k = \frac{1}{n}$.
Proof. We follow here essentially the steps done when proving Theorem 2.2.11. If \( \chi_{[t]} \) is the characteristic function of the time interval \( I \subset [0, T] \), choosing \( \varphi \chi_{[t_j-1, t_j]} \) for an arbitrary \( \varphi \in H^1_0(\Omega) \) as test function in (3.6) gives

\[
(u(t_j) - u(t_{j-1}), \varphi) + \left( \nabla \int_{t_{j-1}}^{t_j} \beta(u(t))dt + \int_{t_{j-1}}^{t_j} F(u(t))dt, \nabla \varphi \right) = \left( \int_{t_{j-1}}^{t_j} r(u(t))dt, \varphi \right),
\]

(3.23)

for any \( j \) between 1 and \( n \). Taking \( \varphi = Ge^j_u \in H^1_0 \) in (3.4) and (3.23), subtracting the first from the second one and summing up for \( j = 1, k \) yields

\[
(I_1) + (I_2) := \sum_{j=1}^{k} (u(t_j) - u(t_{j-1}) - \beta_{x}^{-1}(\theta_j^i) + \beta_{x}^{-1}(\theta_{j-1}^i), Ge^j_u)
\]

\[
+ \tau \sum_{j=1}^{k} (\nabla e^j_u, \nabla Ge^j_u)
\]

\[
= - \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} F(u(t)) - F(\beta_{x}^{-1}(\theta_j^i))dt, \nabla Ge^j_u \right)
\]

\[
+ \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} r(u(t)) - r(\beta_{x}^{-1}(\theta_j^i))dt, Ge^j_u \right) =: (I_3) + (I_4).
\]

The terms in (3.24) are estimated as done in the proof of the corresponding theorem for Scheme MTI. \((I_1)\) can be decomposed as follows.

\[
(I_1) = \sum_{j=1}^{k} (u(t_j) - u(t_{j-1}) + \bar{u}^j - \bar{u}_{j-1}, Ge^j_u) + \sum_{j=1}^{k} (e^j_u - e^{j-1}_u, Ge^j_u)
\]

\[
=: (I_{11}) + (I_{12}).
\]

Recalling the steps performed in (2.38) and (2.39), since \( \partial u \in L^2(0, T; H^{-1}(\Omega)) \), \((I_{11})\) gets

\[
| (I_{11}) | \leq \tau \delta_{111} || \partial u ||_{L^2([t_{k-1}, t_k]; H^{-1}(\Omega))}^2 + \frac{1}{4 \delta_{111}} || e_k^k ||^2_{L^1} + \tau \delta_{112} || \partial u ||_{L^2([0, t_{k-1}]; H^{-1}(\Omega))}^2 + \frac{1}{4 \delta_{112}} \sum_{j=2}^{k} || e^j_u - e^{j-1}_u ||^2_{L^1},
\]

(3.25)

where \( \delta_{111} \) and \( \delta_{112} \) are positive constants chosen below.
For \( (I_{12}) \) we make use of the identities in (2.18) and (3.22) and obtain

\[
(I_{12}) = \sum_{j=1}^{k} (e_j^u - e_{j-1}^u, G e_j^u) = \sum_{j=1}^{k} (\nabla G e_j^u - \nabla G e_{j-1}^u, \nabla G e_j^u)
\]

\[
= \frac{1}{2} \left( \|e_0^u\|_{-1}^2 - \|e_0^u\|_{-1}^2 + \sum_{j=1}^{k} \|e_j^u - e_{j-1}^u\|_{-1}^2 \right).
\]

(3.26)

Now we go on with the second term in (3.24).

\[
(I_2) = \tau \sum_{j=1}^{k} (e_j^u, e_j^u)
\]

\[
= \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} (\beta(u(t)) - \theta^j) dt, \frac{1}{\tau} \int_{t_{j-1}}^{t_j} (u(s) - \beta_{\varepsilon}^{-1}(\theta^j)) ds \right)
\]

\[
= \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (\beta(u(t)) - \theta^j, u(t) - \beta_{\varepsilon}^{-1}(\theta^j)) dt
\]

\[+ \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \left( \beta(u(t)) - \theta^j, \frac{1}{\tau} \int_{t_{j-1}}^{t_j} (u(s) - u(t)) ds \right) dt
\]

\[=: (I_{21}) + (I_{22}).
\]

(\(I_{21}\)) can be decomposed into two sums

\[
(I_{21}) = \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (\beta_{\varepsilon}(u(t)) - \theta^j, u(t) - \beta_{\varepsilon}^{-1}(\theta^j)) dt
\]

\[+ \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (\beta_{\varepsilon}(u(t)) - \beta_{\varepsilon}(u(t)), u(t) - \beta_{\varepsilon}^{-1}(\theta^j)) dt
\]

\[=: (I_{211}) + (I_{212}).
\]

The properties of \( \beta_{\varepsilon} \) stated in Lemma 3.1.1 are useful in the estimates for the two terms from above.

\[
(I_{211}) \geq \frac{1}{2} \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} (\beta_{\varepsilon}(u(t)) - \theta^j, u(t) - \beta_{\varepsilon}^{-1}(\theta^j)) dt
\]

\[+ \frac{C}{2} \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \|\beta_{\varepsilon}(u(t)) - \theta^j\|^2 dt. \]

(3.27)

For \( (I_{212}) \), since \( u \) is essentially bounded in the parabolic cylinder \( Q_T \), it follows that \( u \) belongs to \( L^2((t_{j-1}, t_j) \times \Omega) \) for any \( j > 0 \). Because of the maximum principle for the
semi-discrete approximations, we can go on as follows

$$
(I_{212}) \leq \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \| \beta_e(u(t)) - \beta(u(t)) \| u(t) - \beta_e^{-1}(\theta^j) \| dt
$$

$$
\leq \sum_{j=1}^{k} \left( \int_{j_{j-1}}^{l_j} \| \beta_e(u(t)) - \beta(u(t)) \|^2 dt \right)^{\frac{1}{2}} \left( \int_{j_{j-1}}^{l_j} \| u(t) - \beta_e^{-1}(\theta^j) \|^2 dt \right)^{\frac{1}{2}}
$$

$$
\leq \frac{1}{2} \varepsilon_{212} \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \| \beta_e(u(t)) - \beta(u(t)) \|^2 dt + \frac{\delta_{212}^2}{2} \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \| u(t) - \beta_e^{-1}(\theta^j) \|^2 dt
$$

$$
\leq C \frac{\delta_{212}^2}{\varepsilon_{212}^2} \| u \|_{L^2(Q_T)}^2 + C \delta_{212}^2.
$$

(3.28)

For \( \delta_{212} = \varepsilon^\frac{1}{2} \) the bound above become \( C \varepsilon \).

\( (I_{22}) \) can be treated as done in (2.44).

$$
| (I_{22}) | = \frac{1}{\tau} \left| \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \left( \beta(u(t)) - \theta^j, \int_{j_{j-1}}^{l_j} \int_t^s \partial_r u(r) dr ds \right) dt \right|
$$

$$
\leq \frac{1}{\tau} \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \int_{j_{j-1}}^{l_j} \| \nabla (u(t) - \theta^j) \| \| \partial_r u(r) \|_{-1} dr ds dt
$$

(3.29)

$$
\leq \tau \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \| \nabla (u(t) - \theta^j) \| \| \partial_r u(t) \|_{-1} dt \leq C \tau,
$$

where the regularity properties of the solution \( u \) and the apriori estimates in Theorem 3.2.3 have been used.

Considering now the right hand side in (3.24), because of the assumption (A3) on \( F \), Corollary 3.1.2 can be used again in order to get

$$
| (I_3) | \leq \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} \| F(u(t)) - F(\beta_e^{-1}(\theta^j)) \| \| \nabla G e_u \| dt
$$

$$
\leq C \sum_{j=1}^{k} \| e_u \|_{-1} \int_{j_{j-1}}^{l_j} (u(t) - \beta_e^{-1}(\theta^j), \beta_e(u(t)) - \theta^j) \| dt
$$

$$
\leq C \tau \frac{1}{\tau} \sum_{j=1}^{k} \| e_u \|_{-1} \left( \int_{j_{j-1}}^{l_j} (u(t) - \beta_e^{-1}(\theta^j), \beta_e(u(t)) - \theta^j) dt \right)^{\frac{1}{2}}
$$

(3.30)

$$
\leq \frac{C}{4\delta_3} \sum_{j=1}^{k} \int_{j_{j-1}}^{l_j} (u(t) - \beta_e^{-1}(\theta^j), \beta_e(u(t)) - \theta^j) dt + C \tau \delta_3 \sum_{j=1}^{k} \| e_u \|_{-1}^2.
$$
Proceeding exactly in the same manner as before, the Poincaré inequality applied to $Ge^\delta_u$ leads to the same estimates for $(I_4)$. Inserting all the inequalities in (3.25) - (3.30) in (3.24) and choosing the $\delta$’s properly, we get

\[
\|e^k_u\|_2^2 + \sum_{j=1}^k \|e^j_u - e^{j-1}_u\|_2^2 \\
+ \sum_{j=1}^k \int_{t_{j-1}}^{t_j} (\beta_e(u(t)) - \theta^j, u(t) - \beta^{-1}_e(\theta^j)) dt + C \sum_{j=1}^k \int_{t_{j-1}}^{t_j} \|\beta_e(u(t)) - \theta^j\|^2 dt \\
\leq C_T \|\partial_t u\|_{L^2(0,t;H^{-1}(\Omega))}^2 + C(\tau + \varepsilon + \|e^0_u\|_2^2) + C_T \sum_{j=1}^k \|e^j_u\|_2^2.
\]

As noticed in the beginning of the chapter, the semi-discrete initial data can be chosen as $\theta^0 = \beta_e(u_0)$, therefore the initial error $e^0_u$ is zero. Since $u \in H^1(0,T;H^{-1}(\Omega))$, applying now the discrete Gronwall inequality yields

\[
\|e^k_u\|_2^2 + \int_0^{t_k} (\beta_e(u) - \theta_\Delta, u - \beta^{-1}_e(\theta_\Delta)) + \|\beta_e(u) - \theta_\Delta\|_{L^2(0,t;L^2(\Omega))}^2 \leq C(\tau + \varepsilon) \quad (3.31)
\]

for any $k \geq 0$.

Now we observe that

\[
\|\beta_e(u) - \theta^j\| \geq \|\beta(u) - \theta^j\| - \|\beta_e(u) - \beta(u)\| \geq \|\beta(u) - \theta^j\| - C\varepsilon,
\]

and so

\[
2\|\beta_e(u) - \theta^j\|^2 \geq \|\beta(u) - \theta^j\|^2 - C\varepsilon^2.
\]

This, together with (3.31), gives the desired result.

**Remark 3.2.9** As for the implicit scheme MTI in the chapter before, the above error estimates, $O(\tau^{1/2})$, are at least as good as those for the algorithms in [60], [73], [46], [4] or [28]. However, in particular cases, it is possible to get better estimates which are discussed later.

**Remark 3.2.10** An explicit discretization of the reaction term $r$ does not affect the estimates. Then, the last term in (3.24) becomes

\[
(I_1) = \sum_{j=1}^k \left( \int_{t_{j-1}}^{t_j} r(u(t)) - r(\beta^{-1}_e(\theta^j)) dt, Ge^j_u \right) \\
= (I_4) + \tau \sum_{j=1}^k (r(\beta^{-1}_e(\theta^j)) - r(\beta^{-1}_e(\theta^j)), Ge^j_u).
\]

Recalling the assumption on $r$ in (A3), the last sum yields

\[
|(I_1)| \leq |(I_4)| + C\tau \sum_{j=1}^k \|e^j_u\|_{-1}(\beta^{-1}_e(\theta^j) - \beta^{-1}_e(\theta^j), \theta^j - \theta^{j-1})^{1/2}.
\]
The apriori estimates in (3.13) give

$$|(I_4)| \leq |(I_4)| + C\tau + C\tau \sum_{j=1}^{k} \| \epsilon_j \|_1^2$$

and the rest follows as before.

**Remark 3.2.11** The error estimates for \( u \) are obtained in the \( H^1(0,T;H^{-1}(\Omega)) \) norm. If an inequality of the form

$$\left(\beta^{-1}(\theta) - \beta^{-1}(\psi)\right)(\theta - \psi) \geq C\left(\beta^{-1}(\theta) - \beta^{-1}(\psi)\right)^p$$

holds true for a positive constant \( C \) and an exponent \( p > 1 \). Lemma 3.1.1 allows us to rewrite the above inequality in terms of \( \beta^{-1}_\varepsilon \). Then, using the estimate for the scalar product in (3.31), an error estimate in the better \( L^p(Q) \) norm can be obtained. For example, if \( \beta(u) = u^m \), the estimate becomes

$$\|u - \beta^{-1}_\varepsilon(\theta\Delta)\|_{L^m+1(Q,T)}^{m+1} \leq C(\tau + \varepsilon)$$

(see, e.g. [73], [28]).

As we have already mentioned, the estimates obtained here are not optimal. Based on the semigroup theory, if the generator is a subgradient in a Hilbert space, the order of convergence of the implicit Euler method becomes \( O(\tau) \) ([85], see also Theorem 2.2.14). An example in this sense is Problem P without convection or reaction, if \( \beta \) is maximal monotone supposing its range is \( \mathbb{R} \). This result may be used here in order to obtain optimal estimates for the implicit scheme RTI. The approach is identical to the one for the maximum principle based algorithm and relies on the comparison between Scheme EI defined in (2.50) and RTI, in a variational formulation.

**Theorem 3.2.7** In the setting of Theorem 3.2.6, if \( \theta^k \) solves for each \( k > 0 \) Problem WRTI without convection or reaction, then

$$\|\beta(u) - \theta\Delta\|_{L^2(Q)}^2 + \tau\|\beta(u) - \theta\Delta\|_{L^2(0,T;H^1(\Omega))}^2 \leq C\left\{\tau^2 + \varepsilon^2\right\}.$$  

**Proof.** Recalling the estimates in for the Euler implicit scheme EI (Theorem 2.2.14), it is enough to compare the semi-discrete approximation generated by Scheme RTI with the one corresponding to the above mentioned. To do so, Scheme EI is rewritten in a weak form

$$(w^j - w^{j-1}, \varphi) + \tau(\nabla \beta(w^j), \nabla \varphi) = 0,$$
for all $\varphi \in H^1_0(\Omega)$, with $j = \overline{1,n}$. Subtracting (3.4) from this equality, summing up for $j = 1,k$, taking $\varphi = \beta(u^k) - \theta^k \in H^1_0$ in the resulting difference and summing up again for $k = 1,n$ gives

$$(I_1) + (I_2) := \sum_{k=1}^{n} (u^k - \beta^{-1}(\theta^k), \beta(u^k) - \theta^k)$$

$$+ \tau \sum_{k=1}^{n} \sum_{j=1}^{k} (\nabla (\beta(u^j) - \theta^j), \nabla (\beta(u^k) - \theta^k))$$

$$= \sum_{k=1}^{n} (u_0 - \beta^{-1}(\theta^0), \beta(u^k) - \theta^k) =: (I_3).$$

If we take $\theta^0 \equiv \beta(u_0)$ as initial data in Scheme RTI, the right hand side above vanishes. Hence it is enough to estimate the first two terms. First, $(I_1)$ can be decomposed in

$$(I_1) = \sum_{k=1}^{n} (u^k - \beta^{-1}(\theta^k), \beta(u^k) - \theta^k) + \sum_{k=1}^{n} (u^k - \beta^{-1}(\theta^k), \beta(u^k) - \beta(u^k)) =: (I_{11}) + (I_{12}).$$

Recalling Lemma 3.1.1, $(I_{11})$ gives

$$(I_{11}) \geq C \sum_{k=1}^{n} \|\beta(u^k) - \theta^k\|^2 \geq C \tau \sum_{k=1}^{n} \|\beta(u^k) - \theta^k\|^2 - \frac{C}{\tau} \varepsilon^2.$$

As a consequence of the maximum principle for the solution of the implicit scheme, $(I_{12})$ gives

$$|(I_{12})| \leq C \varepsilon \sum_{k=1}^{n} \|u^k - \beta^{-1}(\theta^k)\| \leq C \varepsilon \sum_{k=1}^{n} \|\beta(u^k) - \theta^k\|$$

$$\leq \frac{C}{\tau} \varepsilon^2 + \frac{C}{4} \sum_{k=1}^{n} \|\beta(u^k) - \theta^k\|^2.$$

For $(I_2)$, the elementary identity in (2.19) yields

$$(I_2) = \frac{\tau}{2} \sum_{k=1}^{n} \|\nabla (\beta(u^k) - \theta^k)\|^2 + \frac{\tau}{2} \|\nabla \sum_{k=1}^{n} (\beta(u^k) - \theta^k)\|^2.$$

Inserting all the inequalities in (3.33) - (3.35) in (3.32) and multiplying everything with $\tau$ we arrive at

$$\frac{C}{4} \sum_{k=1}^{n} \tau \|\beta(u^k) - \theta^k\|^2 + \frac{\tau^2}{2} \sum_{k=1}^{n} \|\nabla (\beta(u^k) - \theta^k)\|^2 \leq C \varepsilon^2.$$

The rest of the proof results from Theorem 2.2.14.
Remark 3.2.12 This result shows that if the implicit Euler discretization has a linear order of convergence, the same holds also for Scheme RTI. Therefore, from theoretical point of view, the implicit scheme RTI behaves at least as good as other schemes.

Error estimates for the simplified schemes

Here we consider the simplified schemes RTC and RTL. Since the apriori estimates were obtained under the assumption \( \theta^0 \in H^1 \), this is assumed to hold true here. Hence the initial data should be taken in a special way, as mentioned, e.g., in the first section of this chapter. Moreover, the initial error \( \| e^0_u \|_{-1} \) plays also an essential role in the error estimates. For the implicit scheme RTI, its effect was neglected because of the choice for \( \theta^0 \), namely \( \beta_\epsilon(u_0) \). But in general this function does not belong to \( H^1(\Omega) \) and therefore we had to consider other alternatives, as mentioned before. In the forthcoming, the estimates depend on the initial error \( \| e^0_u \|_{-1} \). For any of the situations discussed in this chapter, this error vanishes as \( \varepsilon \) goes to 0, but theoretically the convergence order may not be so good. The next result applies to Scheme RTC.

Theorem 3.2.8 In the setting of Theorem 3.2.6, if \( \theta^0 \in H^1 \), the following estimates can be obtained for Scheme RTC

\[
\sup_{k=1} \| e^k_u \|_{-1} + \int_0^T (\beta(u(t)) - \theta(0), u(t) - \beta^{-1}_\varepsilon(\theta(0))) dt + \| \beta(u) - \theta \|_{L^2(Q)}^2 
\leq C \left\{ \frac{\tau}{\varepsilon^3} + \varepsilon + \| e^0_u \|_{-1}^2 \right\}.
\]

Proof. The steps in proving Theorem 3.2.6 can be repeated here, but some estimates are not the same. First, because of the apriori estimates in (3.16), \( |(I_{22})| \) is bounded from above by \( C\tau/\varepsilon \) in (3.29). But the main difference appears when dealing with the convection part, where we get

\[
(I_3) = (I_3) + \sum_{j=1}^k \int_{t_{j-1}}^{t_j} (F(\beta^{-1}_\varepsilon(\theta^{-1}_j)) - F(\beta^{-1}_\varepsilon(\theta^{-1}_j)), \nabla G e^j_u) dt \\
+ \sum_{j=1}^k \int_{t_{j-1}}^{t_j} ((\beta^{-1}_\varepsilon(\theta^{-1}_j)f(\beta^{-1}_\varepsilon(\theta^{-1}_j))) - \nabla (\theta^{-1}_j - \theta^{-1}_j), Ge^j_u) dt,
\]

the last terms being denoted by \( (I_{31}) \) and \( (I_{32}) \). The estimates for \( (I_3) \) in Theorem 3.2.6 are valid in this case too, while \( (I_{31}) \) gives

\[
|(I_{31})| \leq C\tau \sum_{j=1}^k \| e^j_u \|_{-1} (\beta^{-1}_\varepsilon(\theta_j) - \beta^{-1}_\varepsilon(\theta_j), \theta_j - \theta_j) \leq C\tau \sum_{j=1}^k (\beta^{-1}_\varepsilon(\theta_j) - \beta^{-1}_\varepsilon(\theta_j), \theta_j - \theta_j) + C\tau \sum_{j=1}^k \| e^j_u \|_{-1}^2.
\]
Recalling Remark 3.2.2 and the a priori estimates in Theorem 3.2.4, \( (I_{32}) \) can be bounded as follows

\[
| (I_{32}) | \leq C \frac{\tau}{\sqrt{\varepsilon}} \sum_{j=1}^{k} \| \nabla (\theta^{j} - \theta^{j-1}) \| || G e_{u}^j || \\
\leq C \tau \sum_{j=1}^{k} \| \nabla G e_{u}^j \|^2 + C \frac{\tau}{\varepsilon} \sum_{j=1}^{k} \| \nabla (\theta^{j} - \theta^{j-1}) \|^2 \\
\leq C \tau \sum_{j=1}^{k} \| e_{j}^j \|_1^2 + C \frac{\tau}{\varepsilon^3}.
\]

Now, the proof continues as the one for Theorem 2.2.11.

**Remark 3.2.13** As before, there is no difference when \( r \) is discretized explicitly. Moreover, if \( F \) is Lipschitz continuous w.r.t. \( \beta(u) \), the error estimates are identical to the ones for the implicit scheme.

Yet our attention turns to the linear scheme. The following theorem gives the error bounds for the semi-discrete approximation provided by Scheme RTL.

**Theorem 3.2.9** In the setting of Theorem 3.2.8, assuming additionally the Lipschitz continuity of \( F \) w.r.t. \( \beta(u) \) and the same property (w.r.t. \( u \)) for \( \beta \), if \( \theta^k \) solves for each \( k > 0 \) Problem WRTL, then

\[
\sup_{k=1,n} \left\{ \left\| e_{u}^k \right\|_1^2 + \int_0^T (\beta(u(t)) - \theta_{\Delta}(t), u(t) - \beta^{-1}_{\Delta}(\theta_{\Delta}(t)))dt \right\} + \| \beta(u) - \theta_{\Delta} \|_{L^2(Q)}^2 \\
\leq C \left\{ \frac{\tau}{\varepsilon^2} + \varepsilon + \| e_{u}^0 \|_1^2 \right\},
\]

with \( \theta_{\Delta} \) being defined in Theorem 2.2.11.
Proof. The proof is similar to the ones above. The same steps lead to
\[
\sum_{j=1}^{k} (u(t_j) - u(t_{j-1}) - \sigma_{j-1}(\theta^j - \theta^{j-1}), Ge^j_u) + \tau \sum_{j=1}^{k} (\nabla e^j_u, \nabla Ge^j_u)
\]
\[
= - \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} F(u(t)) - F(\beta^{-1}_{\varepsilon}(\theta^j)) dt, \nabla Ge^j_u \right)
\]
\[
- \tau \sum_{j=1}^{k} (F(\beta^{-1}_{\varepsilon}(\theta^j)) - F(\beta^{-1}_{\varepsilon}(\theta^{j-1})), \nabla Ge^j_u)
\]
\[
+ \tau \sum_{j=1}^{k} \left( (\beta^{-1}_{\varepsilon})(\theta^j) f(\beta^{-1}_{\varepsilon}(\theta^j)) \nabla (\theta^j - \theta^{j-1}), Ge^j_u \right)
\]
\[
+ \sum_{j=1}^{k} \left( \int_{t_{j-1}}^{t_j} r(u(t)) - r(\beta^{-1}_{\varepsilon}(\theta^{j-1})) dt, Ge^j_u \right)
\]  
(3.37)

Following the proof for Theorem 2.2.13 - where \( \beta \) is replaced everywhere by \( \beta_{\varepsilon} \) - we get
\[
\left| \sum_{j=1}^{k} (\beta^{-1}_{\varepsilon}(\theta^j) - (\beta^{-1}_{\varepsilon}(\theta^{j-1}) - \sigma_{j-1}(\theta^j - \theta^{j-1}), Ge^j_u) \right| \leq C \frac{\tau}{\varepsilon^2},
\]
and anything else is as before.

Remark 3.2.14 Similar to the apriori estimates in Theorem 3.2.5, if \( F \) does not satisfy the stronger assumption, error bounds can be obtained for a convex nonlinearity \( \beta \), but only if the solution is positive a.e.. In this case the result is worser, namely
\[
\sup_{k=1}^{n} \| e^j_u \|_{L^1}^2 + \int_{0}^{T} (\beta(u(t)) - \theta_{\Delta}(t), u(t) - \beta^{-1}_{\varepsilon}(\theta_{\Delta}(t))) dt + \| \beta(u) - \theta_{\Delta} \|_{L^2(Q)}^2
\]
\[
\leq C \left\{ \frac{\tau}{\varepsilon^2} + \varepsilon + \| e^0_u \|_{L^1}^2 \right\},
\]

Remark 3.2.15 Even though the theoretical results are not so good for Scheme RTL, its importance appears in practical computations. The results obtained are comparable to the ones provided by the implicit scheme RTI, but require less computational effort.

Remark 3.2.16 As mentioned before, Scheme RTL was proposed by M. Slodička ([88]) in a more restrictive framework. By our analysis we have obtained the same order of convergence up to the presence of the initial error - \( \| e^0_u \|_{-1} \), which is due to the convective term.
3.3 Full discretization

For solving Problem $P$ numerically, the semi-discrete approximations provided by the schemes RTI, RTC and RTL considered here should be completed by the spatial discretization. As already being discussed in the previous chapter, there are several possibilities to do this step. Even though the maximum principle is not essential here (from theoretical point of view), in practical computations a stable discretization is useful. Therefore we maintain the frame defined in the chapter before, resulting an upwind box method. Moreover, this helps us to keep the proofs here similar to the ones for the maximum principle based algorithms. Again, convergence of the fully discrete schemes is obtained only in the absence of the convective terms. Consequently, this part is not of interest for Scheme RTC.

In the sequel, $\Omega \subset \mathbb{R}^d$ is decomposed into closed $d$-simplices (this set is denoted by $S_h$, where $h$ stands for the mesh-size). $S_h$ contains $N_h$ vertices and is assumed regular and weakly acute. This guarantees a discrete maximum principle for the Laplace operator ([21]), since its finite element discretization matrix is irreducible and diagonal dominant. Again, $\Omega$ is assumed polygonal, hence the decomposition is exact. $V_h$ includes the piece-wise linear finite element space defined for $S_h$, while $V_h(g) = \{ \varphi \in V_h : \varphi|_{\partial \Omega} = g|_{\partial \Omega} \}$ contains those elements of $V_h$ satisfying a Dirichlet boundary condition. $\{ \varphi_i, i = 1, N_h \}$ is the usual finite element basis for $V_h$. We recall here the definition of the discrete semi-inner product in (2.1) together with its properties mentioned in (2.2) and (2.3). As before, $I_h$ denotes the local linear interpolation operator, while $\Pi_h$ stands for the $L^2$ projection operator defined in (2.4).

For obtaining the error estimates for the fully discrete case in the manner proceeded up to now, regularity of the Green operator $G$ - defined in (3.21) - is assumed ([19], p. 138). Correspondingly, the discrete Green operator $G_h : H^{-1} \to V_h(0)$ is defined by

$$\langle \nabla G_h \psi, \nabla \varphi \rangle = \langle \psi, \varphi \rangle,$$  \hspace{1cm} (3.1)

for all $\varphi \in V_h(0) \subset H^0_0(\Omega)$, where $\psi$ is taken in $H^{-1}(\Omega)$. The error done when approximating $G$ by $G_h$ is given in (2.7). Other properties related to $G_h$ have already been mentioned in (2.8), (2.9) and (2.10).
3.3.1 The fully discrete problems

After performing the time discretization, the algebraic systems corresponding to the fully discrete problems are obtained by applying the upwind box method described in the previous chapter. The dual mesh is generated by Donald diagrams. The nodal basis for $B_h$ - the piecewise constant test function space - is denoted by $\{\phi_i, i = 1, N_h\}$, and its elements are 1 inside the box around the node $i$ and 0 outside of it.

As mentioned before, for obtaining error estimates we consider Problem P without convection. In this case, because the dual box mesh is the Donald diagram and mass lumping is used, the box scheme for the semi-discrete Problem WRTI can be written in a finite element formulation ([40], [15]).

**Problem WRDI.** For any $1 \leq k \leq n$, find $\theta^k_h \in V_h(0)$ such that for all $\varphi \in V_h(0)$ the following holds true

$$
(\beta^{-1}_e(\theta^k_h) - \beta^{-1}_e(\theta^{k-1}_h), \varphi)_h + \tau(\nabla \theta^k_h, \nabla \varphi) = \tau(I_h r(\beta^{-1}_e(\theta^k_h)), \varphi)_h,
$$

where $k$ is either $k$ or $k - 1$, depending on the discretization of the reaction term.

**Remark 3.3.1** For each $k \geq 0$, if $u^k_h$ is the piecewise linear interpolant of $\beta^{-1}_e(\theta^k_h)$, we have

$$
\theta^k_h \equiv I_h(\beta_e(u^k_h)) \quad \text{and} \quad (u^k_h, \varphi)_h = (\beta^{-1}_e(\theta^k_h), \varphi)_h
$$

for all $\varphi \in V_h$.

The above definition has to be completed by the initial data. If $\theta_0$ is the one involved in the time discretization (with the particular choices mentioned in the beginning of this chapter), the following construction can be considered

$$
u^0_h = \Pi_h(\beta^{-1}_e(\theta^0)), \quad \theta^0_h = I_h \beta_e(u^0_h).$$

Since $u_0$ is essentially bounded, the same holds for $u^0_h$ (and the bounds are the same).

**Remark 3.3.2** This particular choice for the discrete initial data involves a quadrature formula for computing the above integrals, inducing some additional errors which have the same order as the global ones. Therefore they are not taken into consideration here.

Because of the assumptions on the triangularization, the fully discrete approximations satisfy a discrete maximum principle.
Lemma 3.3.1 Assume (A1), (A3), $\theta_h^{k-1} \in V_h \cap V_{k-1}$ and $r(u) \geq 0$ for all $u$. If a solution of Problem WRDI exists, then it belongs to $V_h \cap V_k$ (where $V_k$ has been defined in (3.7)).

Proof. The proof is identical to the one for Theorem 2.3.1, where $\beta$ has to be replaced by its approximation $\beta_z$.

Remark 3.3.3 As in the semi-discrete case, the global positivity of $r$ is not necessary if $r$ is discretized explicitly.

Remark 3.3.4 Lemma 2.3.1 also holds true if the convection term is present, but it has to be discretized in an upwinding manner.

The algebraic nonlinear system arising in (3.2) can be solved by a fully discrete counterpart of Iteration IJK, defined in (3.11). Having $k$ fixed, for any $i > 0$, the iteration can be formulated as follows

Problem WIKJ. Find $\bar{\theta}_h^i \in V_h(0)$ such that

$$
(\sigma(\bar{\theta}_h^{i-1}, \theta_h^{k-1})(\bar{\theta}_h^i - \theta_h^{k-1}), \varphi)_h + \tau (\nabla \bar{\theta}_h^i, \nabla \varphi) = \tau (I_h r(\beta_z^{-1}(\theta_h^{k-1})), \varphi)_h
$$

holds true for all $\varphi \in V_h(0)$, where $\bar{\theta}_h^0 = \theta_h^{k-1}$, $\sigma(\bar{\theta}_h^0, \theta_h^{k-1}) = (\beta_z^{-1})'(\theta_h^{k-1})$ and $\theta_h^{k-1}$ belongs to $V_h(0)$.

Proceeding in the same manner as for the maximum principle based approach, assuming the discretization parameters satisfy the relation $\tau \leq Cz h^2$, we can show that the sequence of solutions of the above problems converges to the solution of Problem WRDI. The restriction on the time step $\tau$ is severe, but appears only theoretically. Moreover, since the proof relies essentially on the properties of the discretization matrix, the same holds true also if a convective term is present, but it should be discretized using an upwind procedure.

3.3.2 Error estimates for the complete discretization

In the remaining part of the chapter we seek for some error estimates for the fully discrete approximation of the solution of Problem P. Because $\beta_z$ has the same properties as $\beta$ (stated in the assumption (A1)), the results in Lemma 2.3.3 are still valid here.
Lemma 3.3.2 Let \( u_h \in V_h \) and \( \theta_h = I_h \beta(u_h) \). Then, if \( r \) is Lipschitz w.r.t. \( \beta(u) \), we have

\[
\| \nabla \theta_h \|^2 \leq C(\nabla u_h, \nabla \theta_h),
\]
\[
\| I_h \beta_c(u_h) - \beta_c(u_h) \| \leq Ch \| \nabla I_h \beta_c(u_h) \|,
\]
\[
\| I_h r(u_h) - r(u_h) \| \leq Ch \| \nabla \theta_h \|,
\]

where \( C > 0 \) is a generic constant independent on \( h \) and \( u_h \).

Error estimates for the fully discrete nonlinear scheme

We start with the implicit scheme \( \text{WRDI} \), for which some stability results can be obtained.

**Theorem 3.3.3** Assume \((A1), (A2), (A3)\) and \( F \equiv 0 \). Then, for \( k \leq n \), if \( \theta_h^k \) solves Problem \( \text{WRDI} \) and \( u_h^k = I_h \beta^{-1}_c(\theta_h^k) \), we have

\[
\sum_{k=1}^{p} \| u_h^k - u_h^{k-1} \|^2 + \tau \sum_{k=1}^{p} \| \nabla \theta_h^k \|^2 \leq C. \tag{3.6}
\]

**Proof.** The result can be easily obtained taking \( \varphi = u_h^1 \in V_h(0) \) in (3.2) and using the first inequality in Lemma 3.3.2.

Now the errors due to the space discretization are estimated. To do so, we consider the following notations

\[ e^{k,h}_u := \beta^{-1}_c(\theta^k) - I_h \beta^{-1}_c(\theta_h^k) \equiv \beta^{-1}_c(\theta^k) - u_h^k, \quad e^{k,h}_\theta := \theta^k - \theta_h^k, \]

where \( k \geq 0 \). Because of the definition of \( \theta_h^0 \) in (3.3), the initial error fulfills

\[
\| e^{0,h}_u \|_{-1} \leq C h. \tag{3.7}
\]

The lemma below gives the estimates for the spatial discretization errors.

**Theorem 3.3.4** Under the assumptions \((A1), (A2), (A3)\), if \( F \equiv 0, r \) is Lipschitz continuous w.r.t. \( \beta(u) \) and \( \theta^k, \theta_h^k \) solve, for each \( k > 0 \), Problem \( \text{WRTI} \) respectively \( \text{WRDI} \), then

\[
\sup_{k=1,n} \| e^{k,h}_u \|_{-1}^2 + C \tau \sum_{k=1}^{n} \| e^{k,h}_\theta \|^2 \leq C \left( h + \frac{h^2}{\tau} \right),
\]

provided \( \tau \) is reasonably small.
Proof. Again replacing $\beta$ by $\beta_h$, using Lemma 3.3.2, the proof is exactly the same with the one for Theorem 2.3.5. Moreover, an explicit treatment of the reaction term does not affect the result.

Yet the error estimates for Scheme WRDI are a direct consequence of the Theorems 3.2.6 and 3.3.4.

**Theorem 3.3.5** In the setting of Theorem 3.3.4, if $u$ is the weak solution of Problem WP and $\theta_h^k$ solves for each $k > 0$ Problem WRDI, then

$$
\sup_{k=1}^n \| u(t_k) - u_h^{k,h} \|^2_{-1} + C \sum_{k=1}^n \int_{t_{k-1}}^{t_k} \| \beta(u(t)) - \theta_h^{k,h} \|^2 dt
\leq C \left( \tau + \varepsilon + h + \frac{h^2}{\tau} \right).
$$

**Remark 3.3.5** The same result has been obtained also for Scheme MDI, provided $\tau$, $\varepsilon$ and $h$ are of the same order. The above estimates hold also for the schemes in [29] or [73], while in [86] they become optimal.

**Error estimates for the fully discrete linear scheme**

We continue now by extending the above analysis to the fully discrete counterpart of the linear scheme RTL. As for the nonlinear one, if the convection term is not present, the spatial discretization can be brought into a finite element formulation

**Problem WRDL.** For any $1 \leq k \leq n$, find $\theta_h^k \in V_h(0)$ such that for all $\varphi \in V_h(0)$ the following holds true

$$
(\sigma_{k-1,h}(\theta_h^k - \theta_h^{k-1}), \varphi)_h + \tau (\nabla \theta_h^k, \nabla \varphi) = \tau (I_h \beta_h^{-1}(\theta_h^{k-1})), \varphi)_h,
\sigma_{k,h} = (\beta_h^{-1})(\theta_h^k).
$$

with $\sigma_{0,h} = (\beta_h^{-1})(\theta_h^0)$.

As done in the previous chapter, the initial data are given by

$$
u_h^0 = I_h(\beta_h^{-1}(\theta^0)), \quad \theta_h^0 = I_h\beta_h(u_h^0).
$$

Again, $\theta_h^0$ is uniformly bounded (w.r.t. $h$) in the $H^1$ norm and the initial error becomes

$$
\| e_u^{0,h} \|_{L_1} \leq C \| e_u^0 \| \leq \frac{h}{\varepsilon}.
$$
Now the estimates in Theorem 3.3.5 change to
\[
\sup_{k=1}^{n} \| u(t_k) - u^{k,h} \|_1^2 + C \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \| \beta(u(t)) - \theta^{k,h} \|_1^2 dt \\
\leq C \left( \tau + \varepsilon + h + \frac{h^2}{\tau} + \frac{h^2}{\varepsilon} \right).
\]

Similarly to Lemma 3.3.1, a maximum principle can be proven in this case too. Moreover, proceeding as for Theorem 3.2.5 we get

Theorem 3.3.6 Assume (A1), (A2), (A3) and $F \equiv 0$. Then, for $p < n$, if $\theta^k_h$ solves Problem WRDL, the following holds true
\[
\sum_{k=1}^{p} \| \sqrt{\varepsilon}^{-1} \theta^k_h (\theta^k_h - \theta^{k-1}_h) \|_1^2 + \tau \| \nabla \theta^k_h \|_1^2 + \tau \sum_{k=1}^{p} \| \nabla (\theta^k_h - \theta^{k-1}_h) \|_1^2 \leq C \tau. \tag{3.9}
\]

Now the error estimates for the fully discrete linear scheme become

Theorem 3.3.7 In the setting of Theorem 3.3.6, if $u$ is the weak solution of the Problem WP and $\theta^k_h$ solves for each $k > 0$ Problem WRDL, then
\[
\sup_{k=1}^{n} \| u(t_k) - u^{k,h} \|_1^2 + C \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \| \beta(u(t)) - \theta^{k,h} \|_1^2 dt \\
\leq C \left( \frac{\tau}{\varepsilon^2} + \frac{h^2}{\varepsilon^2} + \frac{h^2}{\tau} + \varepsilon + \| \theta^0 \|_1^2 \right).
\]

Proof. The result follows directly from Theorem 3.2.9 if we can estimate again the errors due to the spatial discretization. The proof is identical to the one for Theorem 2.3.8, but $1/\varepsilon$ should replace $C_1(\varepsilon)$ in the final result.

Remark 3.3.6 The error estimates here are similar to the ones for the semi-discrete linear scheme RTL. Taking above $h = C\tau$ and $\varepsilon = C\tau^{\frac{1}{2}}$, the order of convergence for the linear scheme WRDL becomes $\tau^{\frac{1}{2}}$, up to the error due to the approximation of the initial data. This improves the result obtained in [89], where the spatial discretization brings forth a loss in the power of $\tau$, namely $\tau^{\frac{1}{2}}$. However, for particular nonlinearities modelling the Stefan problem, the linear scheme proposed in [67] behaves better - $O(\tau^{\frac{1}{2}})$. 
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Chapter 4

Numerical examples

In this chapter we give some examples appropriate to the algorithms analysed up to now. The applications have been implemented in UG ([11], see also http://www.ica3.uni-stuttgart.de), a software toolbox providing tools for the generation and manipulation of unstructured meshes in two and three space dimensions and for the implementation of different algebraic solvers (including parallel adaptive multigrid methods) on the resulting grids. The fully discrete linear problems are solved by multigrid procedures provided by the above mentioned package. All calculations have been carried out on a SGI O2 computer with a MIPS R5000 processor. AVS ([100]) was used for the representation of the two-dimensional data, while in the three-dimensional case this is done by a volume rendering visualization program ([24]).

The first two examples are considered for testing purposes. The problems are simpler and do not include convection or reaction. Therefore the linear schemes have provided approximations of similar quality as the ones produced by the implicit methods. In this cases the resulting discretization matrices are symmetric and a Gauß-Seidel V-Cycle with two pre- and post-smoothing steps are enough for obtaining good approximations for the solutions of the discrete linear systems. Since exact solutions are available, the convergence order of the methods can be evaluated. To this aim we approximate the $L^2(Q_T)$ errors in terms of $u$ and $\beta(u)$ by

$$E_u := \left[ \sum_{i=1}^{N_h} \tau \left( \int_{A_i} \left| u^k h(A_i) - u(k \tau, A_i) \right| \right) \right]^{\frac{1}{2}},$$
respectively

\[ E_\theta := \left\{ \sum_{i=1}^{N_h} \tau \left( |\theta^{k,h}(A_i) - \beta(u)(k\tau, A_i)| \right) \right\}^{1/2}, \]

where \( \{A_i, \ i = 1, N_h\} \) are the nodes of the triangularization and \( B_A \) stands for the dual box centered in \( A \). Assuming the above errors are of order \( \tau^\alpha \) - more precisely \( E_u = C_u \tau^{\alpha_u} \) and \( E_\theta = C_\theta \tau^{\alpha_\theta} \) for some exponents \( \alpha_u, \alpha_\theta \) and constants \( C_u, C_\theta \) - a reasonable evaluation is offered by the computation of approximations corresponding to different sets of discretization parameters \( \tau, h, \varepsilon \). Now the convergence order can be estimated from the relations

\[ \alpha_u = \frac{\ln(E_{u1}/E_{u2})}{\ln(\tau_1/\tau_2)} \quad \text{and} \quad \alpha_\theta = \frac{\ln(E_{\theta1}/E_{\theta2})}{\ln(\tau_1/\tau_2)}. \]

We have avoided a comparison with other discretization methods because this always depend on the particular choices of the parameters. However, tests in one spatial dimension show that for the porous medium equation, the results obtained with the methods considered here are similar to the ones produced by the Jäger-Kačur scheme (more details can be found in [98]).

The last example is a model for a one-phase flow in unsaturated porous media. The simulation is done both in two and three spatial dimensions. Because of the strongly oscillating diffusion coefficients, the simplest multigrid procedures are not efficient anymore. In this case an algebraic one-level procedure ([82]) has been applied with satisfactory results.

### 4.1 The porous medium equation

The first example considered here models the diffusion of a gas through a homogeneous porous medium. The process takes place in the time interval \([0, T]\) in a domain \( \Omega \in \mathbb{R}^d \). The flow is governed by Darcy’s law ([12]),

\[ \nu = -\frac{\mu}{\nu} \nabla p, \]

where \( \mu \) is the permeability of the porous medium, \( \nu \) the viscosity of the gas and \( p \) its pressure. Denoting by \( \rho \) the density of the gas, the conservation of mass implies that

\[ \kappa \partial_t \rho + \nabla \cdot (\rho \nu) = 0. \]
Here $\kappa$ stands for the porosity of the medium (the fraction of the volume of the medium available for the flow). Because both the gas and the porous medium are homogeneous, $\nu$, $\mu$ and $\kappa$ are positive constants. For relating the density of the gas to the pressure, the following equation of state is assumed to hold true for some real constants $p_0 > 0$ and $\alpha \geq 1$

$$p = p_0 \rho^\alpha.$$ 

Eliminating $p$ and $\nu$ from the above equations and scaling $\rho$ properly, the porous medium equation is obtained

$$\partial_t u = \Delta(u^m), \tag{4.1}$$

with $m = 1 + \alpha$. Together with suitable initial and boundary data, the above equation has been analysed in several papers (see, e.g., [5] for a detailed discussion). Whenever $u$ vanishes, the above problem looses its parabolic character and as a consequence the free boundary - which separates the region occupied by the gas from the one where no gas is present - is propagating with finite speed.

Explicit solutions can be given in some particular cases. We have considered here a famous example given by G. I. Barenblatt ([10]), namely

$$u(t, x) = (t + 1)^{-\frac{d}{(md + 2 - d)}} \left\{ 1 - \frac{m - 1}{\frac{d}{md + 2 - d}} \left( \frac{x}{(t + 1)^{\frac{d}{md + 2 - d}}} \right)^2 \right\}^{\frac{1}{m - 1}}, \tag{4.2}$$

where $d$ denotes the dimension of the space.

The domain $\Omega$ is taken sufficiently large in order to include the support of the above solution, namely $(-7, 7)^2$. The boundary conditions are of Dirichlet type and homogeneous, while the initial data is exactly the value of $u$ above at $t = 0$. All the results presented here are obtained at $t = 1.0s$. The semi-discrete nonlinear problems are solved by applying the iterative scheme IJK 2 to 6 times at any time step.

The largest time step is $\tau = 0.04$, the same as the perturbation parameter $\varepsilon$. We start with a uniform spatial grid which is refined three times first. A finer computation halves $\tau$ and $\varepsilon$ and refines the mesh once more. The refinement level is denoted by $i$, in the first column of the tables. Table 4.1 presents the errors $E_u$ and $E_\theta$ for the maximum principle based approach together with the estimated order of convergence for the fully discrete schemes - denoted by WMDI and WMDL in the second chapter. Here $\alpha_u$ and $\alpha_\theta$ stand for the order of the errors $E_u$, respectively $E_\theta$. The upper half corresponds to the
different for variable \((\text{see, e.g., } u)\), implying better convergence orders also for nonlinear scheme, while the lower one to the linear method. Similarly, Table 4.2 displays the results for the schemes WRDI and WRDL defined in the previous chapter, with the same discretization parameters. As we can see in the tables, the convergence rates for the more regular variable \((\beta(u))\) lie above the estimated one, 1. A better behaviour can be noticed if the nonlinearity is milder, namely \(m = 2\). Then \(u\) itself is \(H^1\) w.r.t. the spatial variable (see, e.g., [48]), implying better convergence orders also for \(E_u\). The situation is different for \(m = 6\), when only \(E_\theta\) is of \(O(\tau)\) order.

The exact solutions \(u\) and \(\beta(u)\) are presented in Figure 4.1 for \(m = 2\) and Figure 4.2 for \(m = 6\). The pictures are zoomed 15 times in the \(z\) direction. We give here only the results on the finest mesh. For \(m = 2\), the differences between the exact solution and its approximation provided by any of the schemes are not significant, at least graphically. It is worth here to notice the steep gradients of \(u\) appearing in the second case (for \(m = 6\)). Figure 4.3 contains the approximation of \(u\) in this last case, obtained with the implicit schemes WMDI and WRDI (the linear ones providing similar results). Due to the regularization step, Scheme WRDI smoothes the gradients of the numerical solution.

<table>
<thead>
<tr>
<th>(i)</th>
<th>(E_u)</th>
<th>(E_\theta)</th>
<th>(\alpha_u)</th>
<th>(\alpha_\theta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(5.04 \cdot 10^{-1})</td>
<td>(3.06 \cdot 10^{-2})</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>(2.46 \cdot 10^{-1})</td>
<td>(9.31 \cdot 10^{-3})</td>
<td>1.03</td>
<td>1.71</td>
</tr>
<tr>
<td>2</td>
<td>(1.23 \cdot 10^{-1})</td>
<td>(3.93 \cdot 10^{-3})</td>
<td>1.00</td>
<td>1.24</td>
</tr>
<tr>
<td>0</td>
<td>(5.03 \cdot 10^{-1})</td>
<td>(3.04 \cdot 10^{-2})</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>(2.45 \cdot 10^{-1})</td>
<td>(8.40 \cdot 10^{-3})</td>
<td>1.04</td>
<td>1.85</td>
</tr>
<tr>
<td>2</td>
<td>(1.22 \cdot 10^{-1})</td>
<td>(2.86 \cdot 10^{-3})</td>
<td>1.01</td>
<td>1.55</td>
</tr>
</tbody>
</table>

Table 4.1: \(L^2\) errors for Schemes WMDI and WMDL, \(m = 2\) and \(m = 6\).

<table>
<thead>
<tr>
<th>(i)</th>
<th>(E_u)</th>
<th>(E_\theta)</th>
<th>(\alpha_u)</th>
<th>(\alpha_\theta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(1.00 \cdot 10^{-1})</td>
<td>(2.92 \cdot 10^{-2})</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>(4.23 \cdot 10^{-2})</td>
<td>(1.15 \cdot 10^{-2})</td>
<td>1.24</td>
<td>1.35</td>
</tr>
<tr>
<td>2</td>
<td>(1.57 \cdot 10^{-2})</td>
<td>(5.39 \cdot 10^{-3})</td>
<td>1.43</td>
<td>1.09</td>
</tr>
<tr>
<td>0</td>
<td>(1.05 \cdot 10^{-1})</td>
<td>(2.96 \cdot 10^{-2})</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>(5.16 \cdot 10^{-2})</td>
<td>(1.27 \cdot 10^{-2})</td>
<td>1.02</td>
<td>1.22</td>
</tr>
<tr>
<td>2</td>
<td>(2.24 \cdot 10^{-2})</td>
<td>(5.78 \cdot 10^{-3})</td>
<td>1.22</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Table 4.2: \(L^2\) errors for Schemes WRDI and WRDL, \(m = 2\) and \(m = 6\).
Figure 4.4 displays the absolute error (zoomed 30 times in the $z$-direction) for the fully discrete implicit scheme WMDI after 1.0s, where the nonlinearity is $\beta(u) = u^2$. They range until $2 \cdot 10^{-2}$, respectively $1 \cdot 10^{-3}$. The results for $m = 6$ are shown in Figure 4.5. The errors are less than 0.13, respectively $2 \cdot 10^{-2}$. It becomes clear that in this case the errors are larger, because of the missing regularity of the solution $u$. It is worth here to notice that the errors appear mainly around the free boundary (namely inside a region covered by two, maximum three elements).

As it comes out from Figures 4.6 and 4.7, we have the same situation for the scheme WRDI (and also for WRDL). Now the maximal errors in $u$ are $2.2 \cdot 10^{-2}$ and 0.35, while in $\beta(u)$ they become $1.5 \cdot 10^{-3}$, respectively $4.0 \cdot 10^{-3}$. Again, the errors are localized around the free boundary, but now, because the regularization parameter was chosen rather large, the spreading area is covered by 4 to 6 elements. A reason for this is the smoothing of the gradient of the solution $u$, as we have already noticed in Figure 4.3.

The maximal values of the errors are less relevant here, at least for $u$. Because this solution develops infinite gradients, errors having the same magnitude as $u$ itself can appear around the free boundary and the only thing a finer approximation does is to make this region thinner.

Similar results are obtained for the linear schemes. It is difficult to distinguish them from the ones produced by the implicit methods (at least graphically), so we skip the corresponding pictures here.
Figure 4.2: Exact $u$ (left) and $\beta(u)$ (right) after 1.0s, $m = 6$.

4.2 The Stefan problem

The second example is a simple model of a melting-solidification process ([36], [30]). A substance occupies a domain $\Omega \in \mathbb{R}^d$ during the time interval $[0, T]$. The phase change takes place at a fixed temperature, assumed 0. $\Omega_+$ is the part of the domain where the temperature $\theta$ is positive (and consequently occupied by the liquid), while in $\Omega_-$ the solid phase - having a negative temperature - is present. The two sub-domains are separated by a free boundary $\Gamma$ which is assumed smooth, with the normal $n_\Gamma$ pointing in the outward direction of $\Omega_+$. If the phase changes appear strictly due to the heat conduction (thus no heating or cooling sources are present and there is no transport of the substance), the conservation of energy implies the equation

$$\rho \partial_t H + \nabla \cdot v = 0 \quad \text{in} \ \Omega_- \cup \Omega_+,$$

where $\rho$ is the density of the substance (assumed constant for simplicity), $H$ denotes the heat content while $v$ describes the heat flux. The Stefan condition relates the velocity $V_\Gamma$ of the free boundary in the normal direction $n_\Gamma$ with the jumps of $H$ and $v$ at the interface,

$$[v]_{\text{sol}}^{\text{liq}} n_\Gamma = \rho[H]_{\text{sol}}^{\text{liq}} V_\Gamma \quad \text{on} \ \Gamma.$$

Hence the phase change takes place at the temperature $\theta = 0$ with release or uptake of a latent heat $L = [H]_{\text{sol}}^{\text{liq}}$. Fourier's law describes the heat flux in terms of the temperature

$$v = -\kappa(\theta) \nabla \theta,$$
Figure 4.3: Approximation of $u$ for $m = 6$, Scheme WMDI (left) and WRDI (right).

Figure 4.4: Errors in $u$ (left) and $\theta$ (right) for Scheme WMDI, $m = 2$.

where $\kappa(\theta)$ denotes the thermal conductivity. Introducing the specific heat $c(\theta)$, the heat content can be expressed in terms of the temperature

$$H(\theta) = \int_0^\theta c(\theta)d\theta + \begin{cases} 0 & \text{if } \theta < 0, \\ [0, L] & \text{if } \theta = 0, \\ L & \text{if } \theta > 0, \end{cases}$$

thus the enthalpy function $H$ is multi-valued.

For simplicity, the specific heat and the thermal conductivity are assumed constant over the two phases, namely $c_-, c_+, \kappa_-$ and $\kappa_+$. Taking into account the above equations and applying a normalization to the enthalpy and the temperature, the two-phase Stefan
problem reads

\[ \partial_t u = \Delta \beta(u), \quad (4.3) \]

with

\[ \beta(u) = \begin{cases} 
\frac{\kappa_-}{\rho c_-} u, & \text{if } u < 0, \\
0 & \text{if } u \in [0, \rho L], \\
\frac{\kappa_+}{\rho c_+} (u - \rho L), & \text{if } u > \rho L.
\end{cases} \]

This equation is completed by suitable initial and boundary conditions.

Here we have taken an example from [14], where \( \Omega := (0, 0.5) \times (0, 0.25) \) and \( T := 0.4 \).
The constants above are taken such that \( \frac{\kappa_-}{\rho c_-} = \frac{\kappa_+}{\rho c_+} = \rho L = 1 \). The exact enthalpy is

\[
u(t, x, y) = \begin{cases} 
\exp(\Phi(t, x, y)) - 1, & \text{if } \Phi(t, x, y) < 0, \\
\frac{1}{2} |\exp(\Phi(t, x, y)) - 1| + 1, & \text{if } \Phi(t, x, y) \geq 0,
\end{cases}
\]

where \( \Phi(t, x, y) := 2t - x - y + 0.1 \). Obviously, the free boundary is given by the points where \( \Phi \) becomes 0. We have considered again Dirichlet boundary conditions, and the values are those provided by the exact solution.

For this problem, only the algorithms based on the second regularization approach can be applied (Schemes WRDI and WRDL). The nonlinearity is stronger here than the one in the previous case. At each time step, the first iteration step reduces the residuum significantly, while afterwards the convergence rate goes above 0.1. Moreover, this rate is affected by the choice of the discretization parameters. In order to make the iterative method effective, \( \varepsilon \) should be chosen in relation to the values of \( \tau \).

Table 4.3 contains the \( L^2 \) errors for the enthalpy \( (E_u) \) and the temperature \( (E_\theta) \) for
the parabolic cylinder mentioned above, together with the estimated order of convergence. As done in the previous section, we have started with a particular choice of parameters and a number of uniform refinements of the coarse grid (namely 3). Afterwards $\tau$ and $\varepsilon$ are halved, while the grid is refined once more. At the beginning we have $\tau = 0.02$. As mentioned before, in order to make the iterations for the nonlinear scheme WRDI effective, we have chosen $\varepsilon$ significantly larger (0.2), but the proportion to $\tau$ is maintained also on the finest level. However, some time steps have required more iterations (10 was the maximal number admitted here). For the linear scheme we have taken $\varepsilon = \tau$.

Since the enthalpy has a jump at the interface, we can expect that the errors are large there (attaining even the order of magnitude of the jump). This affects also the convergence order of both schemes w.r.t $u$, which is significantly lower than the one for the temperature.

![Figure 4.8: Enthalpy error for Scheme WRDI (left) and WRDL (right).](image1)

![Figure 4.9: Temperature error for Scheme WRDI (left) and WRDL (right).](image2)

Figures 4.8 and 4.9 display the absolute errors for both schemes after 0.1s on the finest
mesh. For a better visualization the domain is rotated around the z-axis with $180^\circ$. As mentioned before, due to the jumps of the enthalpy the corresponding errors are large (up to 1) at the interface, but restricted mainly to a region covered by two or three elements. The errors for the temperature appear mainly in the domain occupied by the liquid (where the temperature is positive), and this happens because of the regularization procedure. The range of values here are 0.05 (in fact $\varepsilon$) and 0.01.

4.3 The Richards equation

The last application we want to present here appears as a model of a one-phase flow in unsaturated porous media. Some basic ideas in modelling such kind of phenomena are given here briefly, for a a comprehensive presentation we mention books like [12], [13]. The same model has been considered in [95] or [94] (see also [78]). A unsaturated porous media wetted by a liquid (water) of density $\rho$ is considered. The whole domain $\Omega \in \mathbb{R}^d$ is partitioned in representative elementary volumes (REV), each of them containing a volume of the wetting phase $V_w$. This fact is expressed through the saturation (fluid content) $\theta$ defined as

$$\theta = \frac{V_w}{V_{REV}},$$

where $V_{REV}$ is the volume of the REV. The flow is governed by Darcy’s law,

$$q = -K(\theta)\nabla \Phi,$$

where $q$ stands for the specific flow rate and $K$ for the hydraulic conductivity. The piezometric head $\Phi$ is given by the sum of the capillary pressure head $\Psi$ and the vertical coordinate $z$,

$$\Phi = -\Psi + z.$$

The continuity condition

$$\partial_t(\rho \theta) + \nabla \cdot (\rho q) = 0$$

combined with Darcy’s law leads to Richard’s equation

$$\partial_t(\rho \theta) - \nabla \cdot (\rho K(\theta) \nabla \Phi) = 0.$$

Assuming the wetting phase has a constant density, this equation contains two unknowns, the saturation and the piezometric head. Moreover, a relation between the hydraulic conductivity and the saturation is necessary in order to solve the above equation.
To do so, the dimensionless fluid content (reduced saturation) is introduced,

\[ S = \frac{\theta - \theta_r}{\theta_s - \theta_r}, \]

where \( \theta_r \) is the residual fluid content (the volume of the wetting phase always remaining in the porous media) and \( \theta_s \) the saturated fluid content. A class of retention curves for describing the capillary pressure - saturation relation was suggested in [38]

\[ S = \left( \frac{1}{1 + (\alpha \Psi)^n} \right)^m, \]

where \( \alpha > 0, m \in (0,1) \) and \( n > 1 \) are parameters depending on the media. As done in [38] (see also [94] and [95]), we assume here the relation \( n = \frac{1}{m-1} \) holds true. One possibility for predicting the hydraulic conductivity knowing the saturation and the pressure head is given in [62]

\[ K = K_s S^{\frac{1}{2} \left[ \int_0^S \frac{1}{\Psi(u)} du + \int_0^1 \frac{1}{\Psi(u)} du \right]^2}, \]

where \( K_s \) denotes the hydraulic conductivity of the saturated porous medium. In this setting, the dependence of the hydraulic conductivity on the reduced saturation can be given explicitly

\[ K(S) = K_s S^{\frac{1}{2} \left[ 1 - (1 - S^{\frac{1}{m}})^m \right]^2}. \]

Now the Richard’s equation can be rewritten in terms of the reduced saturation, namely

\[ \partial_t S - \nabla \cdot (D(S) \nabla S + \frac{K(S)}{\theta_s - \theta_r} \nabla z) = 0, \]

with the moisture diffusivity \( D(S) \) defined by

\[ D(S) = -K(S) \frac{\partial \Psi}{\partial \theta} = \frac{(1 - m)K_s}{\alpha m (\theta_s - \theta_r)} S^{\frac{1}{2} - \frac{1}{m}} \left( 1 - S^{\frac{1}{m}} \right)^{m-1} + \left( 1 - S^{\frac{1}{m}} \right)^m - 2. \]

In the simulations below we have considered a heterogeneous porous medium. This character is given by a variable hydraulic conductivity at saturation (\( K_s \)), which is generated randomly with a log-normal distribution ([83]; the implementation is based essentially on the procedures from [87]). The mean value of the decadic logarithm is \( \log K_s = 0 \), for the standard correlation we have \( \sigma_{\log K_s} = 0.4 \), while the correlation length is \( \Lambda = 0.02 \). In the model we have taken \( m = \frac{2}{3} \). Figure 4.10 displays the decadic logarithm of \( K_s \) both
in two and three dimensions. These values start near -2 (in the blue colored regions) and go up to 2 (in the red part).

The above equation is completed with zero initial data (thus the medium is completely unsaturated). The boundary data are homogeneous and of Neumann type everywhere excepting the bottom part of the domain. There we assume the medium is in contact with the wetting phase, so the reduced saturation is maximal - 1 - in any moment. The two dimensional domain is a test stripe of length 5 and width 1, while in the three dimensional case we have considered the unit cube.

For the implementation of the numerical schemes we have approximated the primitive function of the moisture diffusivity divided by the hydraulic conductivity at saturation

\[
\mathcal{D}(S) = \int_0^S \frac{D(u)}{K_s} du.
\]

In fact we solve the problems with respect to the unknown \( \Psi = \mathcal{D}(S) \) and recover the reduced saturation afterwards by inverting the function \( \mathcal{D} \). Because of the form of \( D \), its...
primitive (and the corresponding inverse) are approximated by a quadrature method.

An elementary calculus shows that $D(S)$ is positive (in fact it is also strictly increasing). We have now two degeneracy points, namely at 0, where $D$ vanishes, and in 1, where the moisture diffusivity goes to infinity. Thus, for applying the maximum principle based algorithm, a shift of the initial and boundary data should be performed both from below and above. Even though a rigorous justification of the maximum principle is difficult because of the presence of the spatially dependent coefficient $K$, in the convective term, we were able to apply Scheme WMDI without any problem.

In order to work also with Scheme WRDI we have approximated $D(S)$ by $D_\varepsilon(S)$, where

$$D_\varepsilon(S) = \int_0^S \max \left\{ \varepsilon, \min \left\{ \frac{1}{\varepsilon}, \frac{D(u)}{K_s} \right\} \right\} \, du.$$

The two dimensional results (namely the reduced saturation) provided by both schemes are displayed in Figures 4.11 - 4.13 (where the pictures have been rotated with 90°), while the figures 4.14 - 4.16 contain the three dimensional results. The approximations provided by the two schemes are similar, but the effect of the strongly oscillating coefficients are milder in the case of the maximum principle based approach.

![Figure 4.11: Reduced saturation, 20 time steps, Scheme WMDI (left) and WRDI (right).](image1)

![Figure 4.12: Reduced saturation, 60 time steps, Scheme WMDI (left) and WRDI (right).](image2)
Figure 4.13: Reduced saturation, 100 time steps, Scheme WMDI (left) and WRDI (right).

Figure 4.14: Reduced saturation, 10 time steps, Scheme WMDI (left) and WRDI (right).
Figure 4.15: Reduced saturation, 20 time steps, Scheme WMDI (left) and WRDI (right).

Figure 4.16: Reduced saturation, 30 time steps, Scheme WMDI (left) and WRDI (right).
Chapter 5

Conclusions and perspectives

In this work we have considered two regularization methods for some degenerate parabolic equations. We are interested here in the possibility to apply them for numerical purposes. While the perturbation of the nonlinearity was widely exploited for this purpose, we are not aware of the existence of some numerical schemes relying on the maximum principle based regularization. In both cases, the resulting algorithms are quite simple. We have proven the convergence of the approximation schemes by obtaining some error estimates. Due to them, the theoretical behaviour of the nonlinear schemes is at least as good as the one of other schemes appearing in the literature. We have done also an analysis of some linear algorithms, where the price for simplicity is a lower convergence order - at least theoretically. The analysis is completed by some examples of applications on which the methods are tested. On simpler problems - like those on which we have estimated the convergence order of the method - the linear schemes provide good approximations, so the iterations have not improved the results significantly. We do not expect the same situation on more complex problems, including reaction and - especially - transport.

The degenerate problems may have regions where the convection part dominates the flow. For stability purposes, an upwind method in connection with a box discretization method has been proposed. We were not able to show the convergence of this approach because of the missing regularity of the convective terms. Another possible candidate for a stable discretization is the method of characteristics (see, e.g., [96] or [34]), where a dominating transport influences the orientation of the time-stepping scheme. This is one of the directions we want to follow in the future.

The framework considered here is restricted to scalar equations where a maximum principle holds true (this property is not essential, but makes the analysis easier). How-
ever, there are several problems of practical interest which do not fit in this setting and therefore an extension to more general situations would be desirable. Among them we mention the systems of equations, arising, e.g., in chemistry or biology. At least one of the above methods (the one relying on the regularization of the nonlinear diffusion) could be applicable there if the system has a diagonal form (as shown in [46]).

Several free and moving boundary phenomena can be formulated as variational inequalities. We have not considered this type of problems here, but this may be another subject to be studied in the future. The applicability of the Jäger-Kačur time-discretization scheme to degenerate parabolic inequalities is studied in [7]. For solving the resulting elliptic problems, monotone methods are essential (see [55], where an appropriate multigrid method is proposed). The situation becomes more complicated in the presence of some transport terms, which alter the symmetry of the problem.

Another important direction of improvement consists in the adaptive discretization. Our analysis considers only equal time steps and uniform refinement of the spatial mesh. Even though some difficulties in maintaining a discrete maximum principle can occur, it is worth considering this approach due to its efficiency.
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